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method - case study Western Part of the Sava
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Abstract

Bootstrap is a statistical method that allows you to retrieve a new set of data that is normally distributed from an
existing set of input data that is not normally distributed. This method provides a set of data on which various statistical
analyses can be applied. Deep geological data (petrophysical data) in many cases are not normally distributed. The
application of the bootstrap method on small and large input data sets of porosity in the reservoirs of the western part of
the Sava Depression was analysed. With 95% confidence level, the estimated porosity value for reservoir “L” is 0.1875
to 0.2144, while for reservoir “K” it is 0.2187 to 0.2493.

Keywords: sample size, bootstrap method, porosity, Sava Depression
1. Introduction

The bootstrap method (BM) is a nonparametric statistical method that has wide application in various fields of
research (Zientek and Thompson, 2007; Picheny et al., 2010; Matsuyama, 2018; Chibo and Aboko, 2021). Depth
geological data obtained from logging or laboratory measurements are heterogeneous and not normally distributed. In
order to determine the individual petrophysical value at one point in space, when determining this value, the value
obtained from the laboratory or read from the logging curves or a combination of both methods is taken. Due to
heterogeneity in depth relationships, reservoir data are not normally distributed, which precludes classical statistical
analysis.

In this paper, two reservoirs "L" and "K" located in the western part of the Sava Depression is analyzed. In these
reservoirs, porosity was analyzed and the bootstrap method was applied. The porosity values of the reservoirs "L" and
"K" were estimated after the application of BM.

2. Geological settings of the investigated area

Reservoirs "L" (field A) and "K" (field B) are located within the Croatian part of the Pannonian Basin System (CPBS),
i.e. in the western part of the Sava Depression (Figure 1).
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Figure 1: Fields A and B within the western part of the Sava Depression (green). (IvSinovié et al., 2020)
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In the western part of the Sava Depression, oil and gas exploration began in the second half of the 20th century. The
largest reserves and realized hydrocarbon production are from the Upper Pannonian and Lower Pontian reservoirs (Figure
2). The "L" and "K" reservoirs belong to the Klostar Ivanic formation.
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Figure 2: Geological column of fields A and B. (Malvi¢ et al., 2019)

The analyzed petrophysical parameter in this paper is porosity, which was obtained from laboratory
measurements of well cores or as a value obtained from logging measurements. Due to the pronounced tectonics, field B
is divided into more hydrodynamic units than field A, which resulted in a smaller number of input data on individual
TeServoirs.

2.1. Mathematical set up of BM

In the bootstrap method, new number sets containing the same values of the initial set and the same sample size are
obtained from the same input set of numbers. Each time a new set of numbers is created, the mean value that will be
contained in the bootstrap function is calculated. The procedure is repeated iteratively, therefore, until a normal
distribution of the analyzed data is obtained in bootstrap function. The smooth bootstrap method is applied in this paper.

From the obtained bootstrap function, it calculates the standard deviation of bootstrap (IvSinovi¢ et al., 2021;
IvSinovié¢ and Litvié¢, 2021):

S, =~ (X -X,)

m i

)

Where are:
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Sw - standard deviation of bootstrap,

X~ arithmetic bootstrap mean,
X; - mean sample value after resampling,
m - number of the resampling data set.
By calculating the standard deviation of the bootstrap function, an interval estimate of the expectations of the analyzed

data according to the equation can be calculated (IvSinovi¢ et al., 2021; IvSinovi¢ and Litvi¢, 2021):

— S — S
<X, -z X 4z-n

"I ﬁ> )

Where are:

Sw - standard deviation of bootstrap,
X, arithmetic bootstrap mean,

z - value from the normal distribution,

m - number of the resampling data set.
3. Results and discussion

Two cases of reservoirs were analysed in this case study: "L" representing a large data set (n = 25) and "K"
representing a small data set (n = 19). Data on the porosity of the reservoirs were taken from Iv§inovi¢ 2019. Data of
reservoir porosity used for BM calculation are shown in Table 1. The interval estimation of the porosity expectations of

reservoirs "L" and "K" after BM application is shown in Table 2.

Table 1: Basic statistical data on porosity of reservoirs "L" and “K” (Iv§inovi¢, 2019)

Reservoir n Min Max X
Porosity L 25 0.145 0.239 0.202
K 19 0.217 0.315 0.232

Table 2: Interval estimation porosity of reservoirs "L" and “K” (after BM) (IvSinovié et al., 2021; IvSinovi¢ and

Litvié, 2021)
Reservoir m Confidence interval (95%)
L 1100 <0.1875, 0.2144>
Porosity L 1250 <0.1877,0.2144>
K 500 <0.2187,0.2493>
K 1000 <0.2182,0.2475>

For reservoir "K" the confidence interval is obtained already at 500 number of repeated resampling's, while for
reservoir "L" is obtained at 1100 (Table 2). The number of repeated resampling’s depends on the nature of the input data
set (Table 1), sample size, and reservoir heterogeneity. A smaller input data set also requires a smaller number of repeated
resampling’s. The division into small and large sample described by Malvi¢ et al. (2019) in the case of BM application
is applicable, which is evident from the results in Table 2. The boundary between the large and small set is set to 20
which is seen by the required number of repeated resampling's. Also, the authors IvSinovi¢ et al. (2021) by analyzing a
small set of numbers and applying BM to the cost of disposal formation water whose input set of seven data yielded a
result characteristic of a small data set, which is to obtain normality at 500 number of repeated resampling's. More
estimated equal values in the input set of values may, due to the application of BM, obtain intervals of estimated values
that include repetition of values, although new data sets are formed by random selection. Thus, when analyzing sets of
numbers on which the BM is applied, data representativeness should be taken into account. In the porosity interval

Mathematical methods and terminology in geology and the authors ©, 2022



Ivsinovic, |.

estimated in Table 2, it can be seen that the change with resampling's increase after the normality of the set of numbers
is reached, the change in value is in the fourth decimal place for reservoir “L”, while for the "K" reservoir in the third
decimal place.

4. Conclusions

BM can be applied to small and large data sets, while data analysis requires data representation. A small data set is

considered to be an input data set less than 20.

For a large sample, a normal data distribution after BM application is obtained after 1100 number of resampling's,
while for a small sample it is 500.

With 95% confidence level, the estimated porosity value for reservoir “L” is 0.1875 to 0.2144, while for reservoir “K”
itis 0.2187 to 0.2493.

As can be seen from the results on reservoirs "L" and "K", BM is applicable to the entire area of the western part of
the Sava Depression, regardless of sample size.
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SAZETAK

Veli¢ina uzorka i primjena samonadopunjujuée metode — primjena na zapadnom dijelu Savske depresije
Samonadopunjujuca metoda je statisticka metoda koja omogucuje dobivanje novog skupa ulaznih podataka koji je

normalno distribuiran iz postojeceg skupa podataka koji nije normalno distribuiran. Ova metoda omoguc¢ava skup

podataka na kojem se mogu primijeniti razlicite statisticke analize. Dubinskogeoloski podatci (petrofizikalni podatci) u

mnogim slucajevima ne postoji normalna distribuiranost ulaznog skupa podataka. Analizirana je primjena

samonadopunjuju¢e metode na malom i velikom ulaznom skupu podataka Supljikavosti u leziStima zapadnog dijela

Savske depresije.

Kljuéne rijeci: veli¢ina skupa podataka, Samonadopunjavanje; Supljikavost; Savska depresija
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Abstract

There has been a lot of research worldwide on what the education of the future will look like. We are witnessing a
growing number of indicators of the slow collapse of education as we know it. It is likely that higher education is
approaching a major turning point. Thereafter, the speed and flexibility of adapting to global change will be the main
determinants. Ubiquitous digitalisation, new trends, and sustainability will be the key concepts of business models in
the future. Alongside computer skills, the new generations will need programming skills as well. The higher education
system must take this task as seriously and urgently as possible. Without the mentioned knowledge and skills, it will be
difficult for future employees to compete in the labour market and/or further professional career advancement. This
article addresses the question of what the future directions of the geoscience education ought to be as the technology is
evolving while datasets become richer. Hence, machine learning will have more success in the field. The application of
computer and mathematical methods in geosciences, incorporated in the concept of computational geosciences, will
determine the future of geology and related disciplines.

Keywords: geoscience, higher education, skills, job, computational science

1. Introduction

Times are challenging and completely unpredictable, but one thing is certain — human capital is the most valuable
asset now more than ever. Another certainty relates to technological advances, specifically the ones that support digital
and green transformation. Today’s world teems with interesting new and innovative technologies and ways of working,
with a direct contribution to the development of society. The three key concepts are reshaping the business world:
recognizing new trends, reacting quickly, and applying digital thinking at all levels. Thanks to competition, the driving
force behind the existing businesses should be a basic principle — always be one step ahead, think outside the box and
set trends. But what about scientists? Students? Robots? Does it make sense to ask questions (respectively): how do you
measure success? Does your teacher bring the surprise by classroom discussion and activity? All three categories (or
entities) have something in common, and it is investment. Countries with large government spending on science and
education programs have leading roles on the global stage. Chances are that you’ve probably heard of this mantra.
However, many of us have no idea how long, difficult and tough journey it is. Even in affluent societies, there is still a
long way to go. They have so many new potential projects, initiatives and partnerships in their plate, and it’s been a real
struggle to keep pace with such giants in terms of know-how, know-what, and know-why. Long ago, their citizens have
realized the importance of focus on lifelong learning and openness to change.

Scientists bring their personal purpose into their work; science is their raison d'étre. They understand very well the
practical meaning of investments. One example is attending the conferences that have hefty prices. More and more,
such events bring together science and business for dialogue on innovative ways to enhance productivity in the
respective field, and investment as well. In fact, this is composed of the following: 1. investing in the science, 2.
inventing the products (patents, publications, concrete products, etc.), 3. rising the scientometric indicators of success,
4. rising the investments, 5. developing the entire science and education system, 6. improving the entire physical
landscape that makes people appreciative, and so on. Therefore, it deserves to say plain and simple: science is business.

Corresponding author:GordanaMeduni¢
gordana.medunic@geol pmf.hr
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It is everywhere, in everything, for everyone. The biggest challenge is finding a way to stay competitive in the
conditions of generally underpaid science, let alone schools and universities. Students should strive for excellence
which should be the way of their daily work and thinking, yet many of them struggle financially. Both, scientists and
students, operate in the global labour market where trends and needs are the same. Systematic monitoring of the
scientific advancements should be one of their priorities, but that is hardly possible without investments in the
development of technologies of the future. One of them is computers, mother of a hot topic discipline called
computational science. Computational science is a discipline concerned with the design, implementation and use of
mathematical models to analyse and solve scientific problems. Typically, the term refers to the use of computers to
perform simulations or numerical analysis of a scientific system or process (URL 1).

When we talk about the geoscience, or earth science (i.e. the study of Earth), many things have changed in the
discipline since 17" or 18" century, when it became its own entity in the world of natural science. It was the first
science in human history, and almost everything we use comes directly or indirectly from Earth. Nowadays, climate
change, the petroleum industry and mineral resources are perceived as the top priority fields in applied geosciences. In
spite of the fact that nearly everything around us — from the mountains out our window to the cell phone in our hand to
the water from our tap — is connected to geoscience (URL 2), geology is one of the most underrated and
underappreciated sciences out there (URL 3). Many people find rocks boring, but geology is much more than studying
rocks; earth scientists are at the forefront of addressing complex problems such as climate change, natural resource use,
environmental degradation, and energy sustainability (Medunié et al., 2016; URL 2). Geologists are people who study
earthquakes and break down this knowledge for everyone, and not only that, but they're some of the people who are
doing research to find a solution (URL 3).

Orion (2019) elaborated the gap between the importance and relevance of the earth science to society and its low
status in schools worldwide. According to the author, significant research efforts should be invested among the
university geoscience researchers and professors to undertake a deep change at all levels of the university geoscience
education programs by applying a new, holistic research agenda. The proposed change should include the integration of
the following three subjects within the traditional university geoscience disciplinary courses: the earth systems
approach, geo-ethics education, and the development of communication skills. The truth is that geoscience study
programs in Europe face a serious challenge to attract students. Mileusni¢ (2020) presents an innovative teaching
method that has become more recognized by US geoscience teachers compared with their European counterparts. It is
called service learning with real science and engineering at its centre. It has the potential to raise the awareness of the
study program and interest in geosciences in the wider society. The author described the service learning (or
community-based learning) features; it is an educational approach that combines learning objectives with community
service in order to provide a pragmatic, progressive learning experience while meeting societal needs. Student teams
apply the structured knowledge and skills acquired in the academic course while developing a project that deals with a
specific social problem. For example, risk management of earth-quake hazard has important social aspects. Helping in
clearing rubble or supplying groceries after an earthquake is service, while measuring active faults in the field is
learning. A review paper by King (2008) indicated that geoscience education would progress most effectively through
the following aspects: 1/ extending geoscience learning to all children; 2/ educating teachers in effective
implementation of new curriculum initiatives; 3/ evaluating the progress of the initiatives and using the results to refine
them; and 4/ researching the whole process to demonstrate its effectiveness and to ensure wide dissemination on the
basis of well-founded research findings.

By all means, geoscience education should adapt to the radically and rapidly changing world. We are facing energy
transition, economic slowdown (degrowth), the rise of artificial intelligence and large data sets (big data). Western
geoscience universities have already embraced “outside-the-box™ thinking by creating new avenues for students in the
geoscience workforce. Specifically, their programs offer non-geoscience majors supported by enough technical
geoscience skills and adequate soft skills. With this in mind, the aim of this paper is to present some of the geoscience
workforce skills, particularly computational ones that will remain in high demand in the decades to come.

2. Employment prospects in the geosciences

Geoscientists study the physical aspects of the Earth, such as its composition, structure, and processes, to learn about
its past, present, and future. Their employment opportunities are expanding as natural hazards are more frequent and
intense, coastal infrastructure is threatened from rising sea levels, food and water supplies are affected by warming
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climate, while global energy and resource needs should be met in a sustainable and environmentally responsible way.
According to Mosher and Keane (2021), students who conduct quantitative analysis easily, apply critical thinking and
problem-solving skills, manage and analyse large data sets, communicate effectively in a variety of formats, and work
well in teams will likely succeed in the future work environment. The authors emphasize that students need to be
prepared for changing workforce needs, including new careers and jobs that require the use of new technologies, strong
quantitative and computational skills, data analytics and machine learning, interdisciplinary teamwork and problem
solving. However, there are opponents who call it ‘Nintendo’ geology, an over-reliance on 3D mapping and
visualization techniques; they complain that today’s workforce lacks a knowledge base in four areas in particular —
stratigraphy, structural geology, sedimentology and field geology (Gewin, 2016). The author concluded that despite
financial shortages of all kinds, geoscience skills remain in great demand, even during difficult times (e.g. the low price
of oil). According to Geological Society of America (2016), the interdisciplinary geosciences require the next
generation of skilled geoscience workers to not only tackle the serious challenges in natural resource development and
management, natural hazards mitigation, environmental protection, and ecosystem restoration, but also to apply
integrative geoscience skills and knowledge to a host of related (civil and environmental engineering, environmental
studies, agricultural sciences, atmospheric and ocean sciences, and life sciences) and seemingly unrelated (materials
research, homeland security and emergency services, medicine, law, public administration, public health, and
economics) fields. In a very optimistic tone, Mosher et al. (2014) point out that a large segment of the current
workforce begins to retire, and geoscience jobs increase in number; hence, we will face a shortage of geoscientists for
the future workforce. Therefore, the authors suggest a roadmap for the future undergraduate geoscience education by
combining efforts of departments and programs, led by administrators, individual faculty innovators, geoscience
professional societies, and industry (investment!). It shouldn’t be difficult in educational settings (in affluent countries
mostly) where technology is being used in new ways, including virtual experiences, flipped classrooms, blended
learning, massive open online courses, and crowdsourcing of open education resources. Major advances have taken
place in visualization and geospatial tools, generation and use of massive amounts of quantitative information (big
data), and computational modelling, and simulation for both predictive capabilities and insight into processes and
global-scale events. The authors conclude that undergraduate students must be prepared to use rapidly advancing
technologies and big data in the future (Mosher et al., 2014).

3. Quantitative geosciences skills in the 21% century

Geosciences used to be largely descriptive back in the past. This is no longer true as they have become rather
quantitative in the 21% century. As modern geosciences use equations, models, and numbers in conjunction with
observations, maps, and words as fundamental tools for investigating the Earth, the geoscience workforce of tomorrow
need to be prepared to meet the quantitative demands of industry, research, and education. However, building
quantitative information into any geoscience course can be challenging (Manduca et al., 2008). The authors list
specific skills that are important for geoscience students as follows: basic arithmetic, algebra, and statistics; the ability
to use equations and models to describe natural processes; estimation and back-of-the-envelope calculations; and
modelling and understanding uncertainty.

Macdonald and McNeill Bailey (2000) described the departmental context and their approach (known as the matrix
approach) to developing skills across the departmental curriculum (Table 1). The quantitative components they
identified as most important included estimating, measuring, and determining rates of earth processes, modeling earth
processes, doing geochronological calculations, and statistically analysing data. Examples included using real data to
estimate and measure ground-water-flow velocities, erosion rates, weathering rates, and tectonic plate velocities. They
noted how some students had been quite hostile to quantitative work (based on student comments), whereas at the time
of writing their paper (2000) such work was simply accepted. Briefly, following the identification of critical
quantitative skills and applications (the matrix approach), faculty members in the department systematically
incorporated quantitative activities in geoscience courses throughout the curriculum. Of course, faculty members had to
be willing to discuss their courses in detail and change course content and activities as necessary.
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Quantitative Physical Geology, | Historical | Mineralogy | Petrology | Sed/Strat | Surficial | Paleontology | Structural
component Geography geology processes geology
Estimating M L L L M M L M
Measuring L M M M M M H H
Determining rates H M L L M H M M
Graphing M L M H L M M H
Modelling L L M M L H L M
Geochronology M M L L M H L H
Statistics L L L M M M H M

Table 1: Matrix of quantitative components versus core curriculum courses with light (L), medium (M), and heavy (H)
reflecting the emphasis of a particular component in a specific course (Macdonald and McNeill Bailey, 2000)

Ma (2019) points out how Earth science, like other scientific disciplines, is increasingly becoming quantitative
because of the digital revolution. At the modern workplace, quantitative analysis is equivalent to numeracy a century
ago and literacy before that. The author highlights the importance of the quantification of scientific and technical
problems as the core of the ongoing 4™ industrial revolution that includes digitalization and artificial intelligence. The
author remarks that quantitative analyses of geosciences are not to replace their descriptive counterparts but to
complement and enhance them. According to the author, the large potential of big data and quantitative methods is not
yet universally recognized in the geoscience community, due, in part, to a lack of familiarity. Essentially, quantitative
analysis and modelling are foundations for testing the geological concepts and hypotheses in a quantitative manner.
Hereby, probabilistic analytics is used to resolve inconsistency in various data and integrate them coherently.
Furthermore, 3D reservoir modelling of heterogeneous subsurface formations has become increasingly important. The
essence of modelling lies in using all the relevant data to build an accurate reservoir model that is fit-for-purpose to the
business and/or research needs. Ma (2019) points out that heterogeneities in subsurface formations are complex, and
effective application of statistics to subsurface geoscience problems requires immersion in the underlying subject
matter. One respective example was elaborated by Maniar et al. (2018) by using the potential of machine learning to
address complex geoscientific problems such as seismic fault interpretation and well log correlation. Their work is
based on deep neural networks with modern constructs. These models, together with large datasets, extract relevant
features from the data and predict the response variables reliably and precisely with minimal or no human interaction.
For example, the authors showed qualitatively how well the model predicts faults on the test crossline sections of
seismic datasets.

4. Big data and machine learning in geosciences

Geoscience students should be familiar with concepts such as big data, cloud, and the Internet of Things (IoT).
Briefly, computers are searching for trends in enormous collections of information, a task that would be impossible to
humans. Within the past 10-15 years, improvements in data processing have made a comprehensive analysis of
enormously huge amounts of data possible. In other words, big data is about finding data needles in data haystacks, and
each step in a complex manufacturing process can generate tremendous amounts of data (URL 4).

Since scientific research has resulted in the accumulation of a large amount of data and conventional methods cannot
handle such a massive amount of data, alternatives such as big data, cloud computing, artificial intelligence, and block
chain have emerged. Scientific big data is characterized by its non-reproducibility, high degree of uncertainty, high
dimensionality, and high complexity. Therefore, big data is a new challenge for conventional data processing
techniques and methods (Qi and Xuelong, 2019). The authors explain how big data research progresses via the
determination of correlations among data and is characterized by decision-making based on high probability. Combined
with the advantages of using machine learning algorithms for data processing, methods of data analysis facilitated
advancements of the geoscience into new realms of quantitative research. For example, Ma (2019) gives an excellent
remark that data cannot speak for itself unless data analytics is employed. The author emphasizes the importance of in-
depth data analytics, as many exotic modelling methods do not generate good reservoir models, because they tend to
have too many assumptions, either explicit or implicit, and work well only for synthetic data. To tell a story with
geoscience data, numerous hurdles need to be solved. Not only that, but science career stories usually unfold with all
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their unexpected twists and turns. For example, skills used to be broad, then specialized, and now broad is stellar again.
From the book by Ma (2019), the revolution brought by the geological and reservoir modeling is that it requires a
geoscientist who has a broad knowledge in many disciplines (e.g., structural geology, sequence stratigraphy, siliciclastic
geology, carbonate geology, sedimentary geology, etc.). Big data have made multidisciplinary skills even more
desirable, especially for geosciences applied to resource characterization and modeling. Therefore, integrated modeling
using geology, geophysics, petrophysics, reservoir engineering, data science, and geostatistics becomes increasingly
important. Prospective geoscience students should learn this along the way and imagine how it may play out for them in
their future dream job.

More and more, we read how data is our most valuable asset. According to an article (URL 5) in the leading
financial magazine (The Economist), the world’s most valuable resource is no longer oil, but data. Alphabet (Google’s
parent company), Amazon, Apple, Facebook and Microsoft, they are the five most valuable listed firms in the world.
Without any doubt, we live in the era of the data economy. Economists, professors and even CEOs are touting that data
is the new oil in today’s economy (URL 6). But oil is finite, and it will become harder to extract as less is available.
Also, oil is just oil, used in many products. Data, on the other hand, is growing rapidly, it can become any number of
things, and data mining has a much less detrimental impact on the environment. Hence, data should be compared with
renewables (the sun, water, and wind) since there is an abundance of those. So, the proponents and opponents agree on
the one thing, which is the power that comes from the resource, while treating data like oil only contributes to the
imbalance of power; those who have the resources and those who don’t (URL 6).

In 2021, a Thematic Section of Geoscience Frontiers (journal) was devoted to insights into the latest developments
and challenges in applying big data and machine learning (ML) to geoscience and geoengineering. Editorial section
(Zhang et al., 2021) points out that the nature of scientific geoscience and geoengineering data, and the processes used
to retrieve and analyse them, may differ substantially from those in other fields. Therefore, geoscience and
geoengineering professionals should pay increased attention to big data research, create the environment to utilize data
to add value to the geoscience, and promote collaboration with data analysts from other disciplines. The authors explain
ML as the scientific study of algorithms and statistical models that allows computers to learn from existing data to
improve their performance on specific tasks without being explicitly programmed. Thanks to peculiar features of
geological materials, the geoscience and geo-engineering disciplines face more significant uncertainties than other
fields of civil and mechanical engineering. Based on considerable monitoring and site investigation data in geotechnical
engineering, ML can be a suitable and effective alternative for the purpose of solving various geotechnical engineering
problems. In doing so, the combination of big data and ML may create unexpected solutions to the conventional
geotechnical problems. Hereby, Wang et al. (2020) used a large volume of landslide data compiled in Hong Kong over
the past few decades and introduced a novel ML and deep learning method to identify natural terrain landslides.
Different types of landslide-related data were compiled, including topographic data, geological data and rainfall-related
data. Three integrated geodatabases were also established, represented by Recent Landslide Database, Relict Landslide
Database and Joint Landslide Database. Promising results were achieved by ML and deep learning methods,
particularly the convolutional neural networks (CNN) method, owing to its strengths in feature extraction and multi-
layer two-dimensional data processing, which are important for landslide identification problems.

Karpatne et al. (2017) discussed some of the emerging research themes in ML that are applicable across all
problems in the geosciences, and the importance of a deep collaboration between ML and geosciences for synergistic
advancements in both disciplines. They emphasize that the analysis of geoscience data has several unique aspects that
are strikingly different from standard data science problems encountered in commercial domains. Noteworthy,
geoscience phenomena are governed by physical laws and principles and involve objects and relationships that often
have amorphous boundaries and complex latent variables. Furthermore, spatio-temporal structure of geoscience
phenomena should be considered, also the facts that they are highly multi-variate, that they follow non-linear
relationships (e.g., chaotic), that they show non-stationary characteristics, and commonly involve rare but interesting
events. Moreover, the procedures used for collecting geoscience observations (or samples) introduce more challenges
for ML, such as the presence of data at multiple resolutions of space and time, with varying degrees of noise,
incompleteness, and uncertainties. Additional difficulties refer on the small sample size (e.g., small number of historical
years with adequate records) and lack of gold-standard ground truth in geoscience applications. So, the article by
Karpatne et al. (2017) addresses challenges, problems, and promising ML directions, and demonstrates the great
emerging possibilities of future ML research in the important geoscience area of research.

Due to a large and complex nature of geological research objects, traditional geological research is often coupled
with problems related to complex data sources and low precision. Lately, a huge number of emerging technologies
(artificial intelligence, Al) are improving the precision of geological data and expand the data volume. Nevertheless, big

Mathematical methods and terminology in geology and the authors ©, 2022



Medunic, G.; Chakravarty, S.; Kundu, R.

data and Al-based geoscience applications are still in their infancy, and the methods and objectives are still scattered,
lacking a unified theoretical and application framework (Chen et al., 2020). By comparing with traditional geological
research methods, big data and Al can take advantage of the vast amounts of geological data to summarize geological
characteristics; explore the rules of geological activity; analyse geological phenomena objectively, impartially, and
quickly; and provide more scientific results for geological work. The authors give an optimistic message that geological
big data technology research will inject new vitality into the development of geology.

Two computer scientists, Thul D. and Blevins K. (URL 7) delivered a virtual meeting on new computer approaches
(data analysis, machine learning, and big data) to data science in geology (petroleum systems). The authors nicely said
that the principal skill of geoscientists is applying domain expertise to sparse data. Something computers, no matter how
sophisticated, can’t do. In fact, geoscientists recognize patterns and find trends, mostly visually. Hence, the two
explored how geologists might leverage new technology to augment their capability and shift cognitive load to
computer systems to greatly change information flow and decision making.

Nativi et al. (2015) discussed the impact of big data dimensionalities (commonly known as ‘V’ axes: volume,
variety, velocity, veracity, visualization) on the Global Earth Observation System of Systems (GEOSS) and particularly
its common digital infrastructure (the GEOSS Common Infrastructure). GEOSS is a global and flexible network of
content providers allowing decision makers to access an extraordinary range of data and information. GEOSS is a
pioneering framework for global and multidisciplinary data sharing in the EO realm. The authors introduced and
discussed the general GEOSS strategies to address big data challenges, focusing on the cloud-based discovery and
access solutions.

5. Geoscientists need coding and programming

Once we’ve established awareness of the quantitative nature of the contemporary geosciences, the next step is to
grow the business. Coding makes computers work. Coders are always looking for a way to do something better. Coding
is the business literacy of the future. Coding skills are in high demand across a broad range of careers. Coding skills
provide an avenue to high-income jobs (URL 8). And so on... Essentially, coding is assigning a computer a task to do
based on some logic. Highly complex tasks are a collection of smaller operations once they are broken down. This
methodical and logic-heavy approach to problem solving can be a boon for figuring out problems beyond a coding
challenge (URL 9).

Programming skills are commonly perceived as a tool just for modelers or quantitative scientists, but Valle and
Berdanier (2012) dispute this view and argue that programming skills are extremely useful for almost any scientist,
particularly with the advent of scripted analysis programs (e.g., Matlab and R). For example, these programming skills
enable us to query, pre-process, visualize, and analyse data sets in a much less error-prone way than spreadsheets.
Furthermore, these scripting languages allow for a natural documentation of the judgment calls that are often needed
when pre-processing the data, being a critical step toward reproducible research. The authors point out that
programming skills are critical for data pre-processing, allowing data to be combined, queried, and summarized. These
skills are particularly relevant when using data collected by multiple researchers, which is becoming more frequent as
we strive to understand environmental (or geological) phenomena across larger regions and over longer time scales.
They conclude that these languages (e.g. Python, R, Matlab, etc.) should become part of the formal training of scientists
so as to facilitate data sharing, reproducible research, and statistical fluency.

Much of contemporary geoscience evolves around novel analyses of large data sets that require custom tools —
computer programs — to minimize the drudgery of manual data handling. Grapenthin (2011) emphasizes that current
curricula do not recognize the gap between user and machine. Therefore, students require specialized courses teaching
them the skills they need to make tools that operate on particular data sets and solve their specific problems.

On URL 10, a computational scientist shares his insights on the best practices to make scientific software better. He
notes that while there are still interesting analytical studies to be made, and important data to be gathered, it is
increasingly common that PhD students in geodynamics are expected to work exclusively on data interpretation,
computational models, and in particular the accompanying development of geodynamic software packages. For
example, one of them is GPlates (Miiller et al., 2018), a virtual globe software that provides the capability to
reconstruct geodata attached to tectonic plates to develop and modify models that describe how the plates and their
boundaries have evolved through time. It allows users to deform plates and to visualize surface tectonics in the context
of convecting mantle structure and evolution by importing seismic tomography models or outputs from geodynamic
models. GPlates applications include tectonics, geodynamics, basin evolution, orogenesis, deep Earth resource
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exploration, paleobiology, paleoceanography, and paleoclimate. The software is enabling end-users in universities,
government organizations, industry, and schools to explore the evolution of planet Earth on their desktop.

6. Conclusions

With the advent of new technologies, such as augmented and virtual reality, or the emergence of web 3.0 and
promises of a metaverse, the question arises as to what will happen to the labour market in the near and distant future.
This paper suggests that it is imperative to start discussing these topics throughout the education system. More and
more universities in the world are implementing transformations of curricula because they are realizing that without
greater quantitative knowledge and programming skills, students will not be able to compete in any labour market or
business domain. All this is taking place in the context of a green and digital transition in which investments are
progressively growing, and such sustainable business should result in climate neutrality and greater competitiveness.
This paper shows that the wave of newly expected skills has already swept the labour market, and that all higher
geoscience education institutions must learn to swim among all these new trends. In today's dynamic business
environment, geoscience students are best equipped if they possess both hard (job duties) and soft (personal qualities)
skills, aided by quantitative and computing ones. The crises that humanity is going through are new opportunities in
new markets, for the improvement of business and educational processes, restructuring, but above all for greater
investment. Ambitious and talented geoscience students need to start preparing for better starting positions in their
future careers as early as possible through their educational journey. If we all evolve this part of the business, our
prospects of better future are clearly in capable hands.

7. References

Chen, L., Wang, L., Miao, J., Gao, H., Zhang, Y., Yao, Y., Bai, M., Mei, L., He, J. (2020): Review of the Application of Big Data
and Artificial Intelligence in Geology. Journal of Physics: Conference Series, 1684, 012007.

Geological Society of America (2016): Expanding and improving geoscience in higher education: GSA position statement.
Geological Society of America, www.geosociety.org/gsa/positions/position18.aspx

Gewin, V. (2016): Geoscience: Ups and downs. Nature, 530, 371-372, do0i:10.1038/nj7590-371a.

Grapenthin, R. (2011): Computer Programing for Geosciences: Teach Your Students How to Make Tools. Eos, 92, 469-470.

Karpatne, A., Ebert-Uphoff, 1., Ravela, S., Ali Babaie, H., Kumar, V. (2017): Machine Learning for the Geosciences:Challenges and
Opportunities. arXiv: 1711.04708v1 [cs.LG] 13 Nov 2017.

King, C. (2008): Geoscience education: an overview. Studies in ScienceEducation, 44:2, 187-222.

Ma, Y.Z. (2019): Quantitative Geosciences: Data Analytics, Geostatistics, Reservoir Characterization and Modelling. Springer
Nature Switzerland AG, 640 p.

Macdonald, R.H. and McNeill Bailey, C. (2000): Integrating the Teaching of Quantitative Skills Across the Geology Curriculum in a
Department. Journal of Geoscience Education, 48, 482.

Manduca, C.A., Baer, E., Hancock, G., Macdonald, R.H., Patterson, S., Savina, M., Wenner, J. (2008): Making Undergraduate
Geoscience Quantitative. Eos, 89, 16, https://doi.org/10.1029/2008 EO160001

Maniar, H., Ryali, S., Kulkarni, M.S., Abubakar, A. (2018): Machine learning methods in Geoscience. SEG International Exposition
and 88th Annual Meeting, 4638-4642, https://doi.org/10.1190/segam2018-2997218.1

Meduni¢, G., Ahel, M., Bozi¢eviéMihali¢, 1., GaurinaSrcek, V., Kopjar, N., Fiket, 7., Bituh, T., Mikac, L (2016): Toxic airborne S,
PAH, and trace element legacy of the superhigh-organic-sulphur Rasa coal combustion: Cytotoxicity and genotoxicity
assessment of soil and ash. Science of the Total Environment, 566, 306-319.

Mileusni¢, M.  (2020): Service learning in  geoscience education. European  Geologist Journal, 50,
https://doi.org/10.5281/zenodo.4311367

Mosher, S., Bralower, T., Huntoon, J., Lea, P., McConnell, D., Miller, K., Ryan, J.G., Summa, L., Villalobos, J., White, L. (2014):
Future of Undergraduate Geoscience Education: Summary Report for Summit on Future of Undergraduate Geoscience
Education. School of Geosciences Faculty and Staff Publications. 1127, https://scholarcommons.usf.edu/geo_facpub/1127

Mosher, S. and Keane, C. (2021): Vision and Change in the Geosciences: The Future of Undergraduate Geoscience Education.
Published by the American Geosciences Institute., 176 p.

Miiller, R.D., Cannon, J., Qin, X., Watson,R.J., Gurnis, M., Williams, S.,Pfaffelmoser, T., Seton, M., Russell, S.H.J., Zahirovi¢, S.
(2018): GPlates: Building a virtual Earth throughdeeptime.Geochemistry, Geophysics,Geosystems, 19, 2243-2261.

Nativi, S., Mazzetti, P., Santoro, M., Papeschi, F., Craglia, M., Ochiai, O. (2015): Big Data challenges in building the Global Earth
Observation System ofSystems. Environmental Modelling & Software, 68, 1-26.

Mathematical methods and terminology in geology and the authors ©, 2022

11



Medunic, G.; Chakravarty, S.; Kundu, R.

Orion, N. (2019): The future challenge of Earth science education research. Disciplinary and Interdisciplinary Science Education
Research, 1:3, https://doi.org/10.1186/s43031-019-0003-z

Qi, Z. and Xuelong, L. (2019): Big data: new methods and ideas in geological scientific research. Big Earth Data, 3:1, 1-7, doi:
10.1080/20964471.2018.1564478

Valle, D. and Berdanier, A. (2012): Computer Programming Skills for Environmental Sciences. Bulletin of the Ecological Society of
America, 373-389.

Wang, H.J., Zhang, L.M., Xiao, T., Zhang, L.L., Li, J.H., 2020. Landslide identification using machine learning. Geoscience
Frontiers, https://doi.org/10.1016/j.gs£.2020.02.012

Zhang, W., Ching, J., Goh, A.T.C., Leung, A.Y.F. (2021): Big data and machine learning in geoscience and geoengineering:
Introduction. Geoscience Frontiers, 12, 327-329.

Internet sources (URLs):

1: https://www.nature.com/subjects/computational-science(accessed on April 13, 2022)

2: https://www.egi.utah.edu/why-geoscience-matters (accessed on April 13, 2022)

3: https://www.theodysseyonline.com/geology-underrated-science (accessed on April 13, 2022)
4:https://arstechnica.com/information-technology/2015/02/the-big-deal-about-big-data-your-guide-to-what-the-heck-it-actually-means/
5: https://www.economist.com/leaders/2017/05/06/the-worlds-most-valuable-resource-is-no-longer-oil-but-data

6: https://www.f5.com/company/blog/oil-vs-data-which-is-more-valuable

7: https://archives.datapages.com/data/HGS/vo0l63/063007/pdfs/9.pdf

8: https://www.burning-glass.com/wp-content/uploads/Beyond Point Click final.pdf

9: https://www.rasmussen.edu/degrees/technology/blog/why-learn-to-code/

10: https://blogs.egu.eu/divisions/gd/2018/10/09/its-just-coding-scientific-software-development-in-geodynamics/

Sazetak

Znacaj racunalnih vjeStina u visokoobrazovnom sustavu geoznanosti za 21. stoljece

U svijetu se provode brojna istrazivanja o tome kako ¢e izgledati obrazovanje u budu¢nosti. Svjedoci smo rastuceg
broja pokazatelja sporog uruSavanja obrazovnog sustava kakvog poznajemo. Izgledno je da se visoko obrazovanje
priblizava velikoj prekretnici nakon koje ¢e ono biti diktirano brzinom i fleksibilnos¢u prilagodbi globalnim
promjenama. Sveprisutna digitalizacija, novi trendovi i odrzivost bit ¢e klju¢ni koncepti poslovnih modela u buduénosti.
Uz poznavanje rada na raunalu, novim ¢e generacijama trebati i vjeStine programiranja. Visokoskolski sustav mora §to
ozbiljnije i hitnije shvatiti ovaj zadatak. Bez navedenih znanja i vjeStina buduéim ¢e zaposlenicima biti tesko
konkurirati na trzistu rada i/ili dalje napredovati u karijeri. Ovaj ¢lanak bavi se pitanjem buducih smjernica glede
visokoobrazovnog sustava geoznanosti s obzirom na ubrzan razvoj tehnologija te eksponencijalan rast skupova
podataka. Stoga je potrebno imati na umu da ¢e strojno ucenje imati sve vise uspjeha na tom polju. Primjena racunalnih
1 matematickih metoda u geoznanostima, uklopljenih u koncept racunalnih geoznanosti, odredit ¢e buduénost geologije
i srodnih disciplina.

Kljuéne rije€i: geoznanosti, visoko obrazovanje, vjestine, zaposlenje, racunalne znanosti
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Abstract

The consequences of impact of a meteorite (less than 10 kg in mass) on Mars surface are investigated. The
atmospheric braking is found to be important only for smaller objects with a strong dependence on density, impact angle
and velocity of the meteorite. The limits for efficient atmospheric braking of incoming meteorites are determined,
depending on initial mass, velocity and impact angle, but also on the surface atmospheric pressure at the moment of
impact.

Keywords: Mars, meteorite flight, atmosphere stopping power
1. Introduction

Mars is in the research focus in the last decade. Several probes are currently in orbit and on the surface of the planet
conducting various scientific missions with the common goal of gathering more data on Mars and its history. Space
agencies are preparing for more advanced (possibly human) missions in the future. Most of the research is geological in
nature, but other aspects of Martian environment are under consideration as well. In this context we tried to model
meteorite impacts on the Martian surface and the ability (if any) of the Martian atmosphere to stop or slow down the
impactors. Combined with knowledge of mean meteorite flux on Mars, the results obtained can be used to estimate the
possible danger for robotic or human missions on the planet surface. To simplify the text we ignored the common
astronomical terminology that makes distinction between a body in deep space, a body in the atmosphere and the one on
the surface, and we simply used term meteorite for all these cases. Before we start our modelling, we need to know basic
facts about the planet Mars, its atmosphere and the impacting bodies. Data we used in our modelling are summarized in
the Table 1 and Table 2.

Equatorial diameter (km) 6780
Surface gravity (m/s?) 3.71
Atmosphere composition 96 % CO2; 1.9 % Ar; 1.9 % N2
Surface atmospheric pressure (Pa) 636
Expected variations of surface pressure (Pa) 400-870
Mean surface temperature (K) 210
Expected variations of surface temperature (K) 130-308
Mean orbital speed (km/s) 24

First cosmic speed (km/s) 3.57
Second cosmic speed (km/s) 5.03
Third cosmic speed (km/s) 34.1

Table 1: Physical characteristics of the planet Mars.
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The Table 1 gives basic physical characteristics of the planet Mars, starting with its diameter and surface
gravity. Note that, although Mars is about half the size of the Earth, its surface acceleration is only about one
third of the surface acceleration of the Earth. Martian atmosphere is very rare; surface pressure varies widely
depending on the location and the time of the Martian year. Mars is farther from Sun than Earth and is
accordingly slower in its orbit. Also, the third cosmic velocity for Mars (the velocity needed for a body to leave
the Solar System) is about three quarters of the corresponding velocity for Earth. Combined with a weaker
Martian gravity, this results in lower impact velocities for Martian meteorites, compared to the Earth. Thus,
meteorites will strike Mars with velocities between about 5 and 58 km/s, compared to 11 to 72 km/s for Earth.

The Table 2 summarizes meteorite properties used in our calculations. In addition to common meteorite
types found on Earth, we added ice as the lowest density meteorite group. Ice meteorites do not survive travel
through the dense Earth's atmosphere so from the Earth’s perspective, they simply do not exist. However, the
Martian atmosphere is much less dense than the Earth's, and smaller incoming velocities increase the possibility
of icy bodies reaching the planet’s surface. The percent abundances of various meteorite types are taken from
the fall statistics, i.e. the number of meteorites of a certain type found on the Earth. With no accurate statistics
for Mars, we can only assume that the abundances are similar, with the argument that the origin of meteorites
in both cases is the same, i.e. mostly the asteroid belt. Ice cannot survive the interplanetary environment
unprotected so we can also conclude that ice meteorites will be rare, if any (larger chunks with surfaces covered
by dust particles).

Meteorite types Ice ?
Chondrites 95 %
Iron 5%
Meteorite densities (kg/m?) Ice 917
Chondrites 3300
Iron 8000
Meteorite mass (kg) 0.001 - 28
Meteorite impact angle (towards horizontal, deg) 10-90
Meteorite incoming velocity (km/s) 10-50

Table 2: Physical characteristics of meteorites as used in our calculations.

Mathematical methods and terminology in geology and the authors ©, 2022

14



Andreié, Z; Sharma, L

2. Methods

Figure 1: Forces acting on an incoming body in a planetary atmosphere. The incoming body is travelling with the velocity
v, which is usually specified by its magnitude and the angle between the direction of the flight and the horizontal. The
body is attracted towards the surface by the gravitational force Fg and is slowed down by the drag force F4, which is always
in opposite direction to the velocity.

The trajectory of the incoming body is determined by the forces acting on it. In this case the dominant force is the
gravitational force of the planet Mars which, to a very good approximation, can be described by the Newton’s Equation
l:

— Mm7

Where:

ngs the gravitational force,

G is the universal gravitational constant,

M is the mass of the planet,

m is the mass of the incoming body,

7 is the distance between centres of these two bodies.

It is common to rewrite this formula using the surface acceleration @ as (Equation 2):

— r?
F, = agmr—2 (2)
]

Where are:

@ standing for surface gravitational acceleration,

r as before for the distance between the two bodies and
1o the diameter of the planet.

The formula is valid for r>1, . For small heights above the surface, the weakening of the gravitational acceleration
with height is usually neglected, thus simplifying Equation 2 to Equation 3:

By =am G)
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When the impactor enters the Martian atmosphere the drag force arises and Newton's drag law is used to describe it
(Equation 4):

— 1 v
F,=— 5 cpAv? " 4)
Which simplifies to Equation 5:
— 1 .
Fq = =5 cpAvy (5)

Where:

c is the drag coefficient,

p is the density of the surrounding medium (Martian atmosphere in this case),
A is the cross-sectional area of the meteorite and

U is the relative velocity between the atmosphere and the meteorite.

The constant ¢ depends on the meteorite shape and varies with the speed to a certain extent. For its values we used
data from (Carter at al., 2009) for a spherical meteorite. As we are not interested in the exact location of the meteorite
fall, we neglected wind in our calculations (in other case, wind would be included in the relative velocity term ¥ in the
drag equation). Similar argument applies to the planetary rotation which we also did not take into account.

In such a simplified situation, the model can be reduced to a two dimensional case by performing calculations in the
plane of the meteorite trajectory. Here, x axis is horizontal, +x pointing in the direction of the flight, and y axis is vertical,
pointing up. In this coordinate system the equation of motion of the meteorite can be written as Equation 6:

1
md = ma, — 3 cpAvv (6)
or, by the components (Equations 7 and 8):
cpA
Uy = = —VVy (7
cpA
ay=—g -5 —vv, ®)

These two equations are then solved numerically, starting with a meteorite at a large distance from the planet and
ending with the collision with the surface.

3. Results

The parameter most interesting to us in this study is the ability of the Martian atmosphere to slow down the incoming
meteorite. For this, we required, somewhat arbitrarily, that the meteorite should be slowed down by the atmosphere to
below 1 km/s before it hits the ground. Although this is quite a large remaining velocity, it is much smaller than the initial
meteorite velocity, so such a projectile would be much easier to slow down with some protective measure (shielding or
sim.) than the meteorite with its initial velocity. We found that the dependence of the maximal mass of a meteorite that
can be slowed down to our criterium is strongly dependent on the impact angle and the initial velocity. The results of our
model for the most common stony meteorites passing through a “standard” Martian atmosphere are shown on the Figure
2.
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Figure 2: The dependence of the maximal mass of a meteorite that will be slowed down to 1 km/s before
impacting the surface on the impact angle for various initial velocities. The graph is produced for the most
common stony meteorite passing through a “standard” Martian atmosphere with a surface pressure of 636 Pa.

From the Figure 2 it is obvious that the stopping power of the Martian atmosphere is extremely week indeed. The
masses of meteorites that can be slowed down below 1 km/s are very small for all impact angles except the angles close
to the horizontal. That means that any objects on the Martian surface (including people in protective suits) would be
exposed to a large part of the incoming meteorite flux without any significant protection by the atmosphere. Moreover,
the stopping power is strongly dependent on the surface atmospheric density at the moment of impact, as is illustrated by
the Figure 3. At elevated places that naturally have lower surface pressure the protection by the atmosphere is minimal.
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Figure 3: The dependence of the maximal mass of a meteorite that will be slowed down to 1 km/s before the
impact on the impact angle for various atmospheric pressures. "mean" is the average pressure of the Martian
atmosphere (636 Pa), "high" is the maximal expected pressure of 870 Pa and "low" is the minimal expected
pressure of 400 Pa. The graph is produced for a stony meteorite with an initial velocity of 20 km/s.

The density of the meteorite (i.e., the material and consistence of the meteorite body) has a large influence on the
ability of the Martian atmosphere to slow it down. Less dense meteorites have larger cross-section than more dense
meteorites with the same mass and thus are exposed to a larger drag force. This fact is illustrated in the Figure 4.
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Figure 4: The dependence of the maximal mass of a meteorite that will be slowed down to 1 km/s before the
impact on the impact angle, for three meteorite types (densities). The graph is produced for a meteorite with
an initial velocity of 20 km/s

4. Discussion

The results show that the limiting size (defined as the maximal mass of the meteorite that will be slowed down to 1
km/s or less before the impact) strongly depends on four parameters: the incoming velocity, the incoming angle, the
density of the meteorite and the surface atmospheric density at the time and place of the impact. In such circumstances it
is hard to define a single “limiting” size of a meteorite that will be slowed down enough, but we can resort to taking the
most unfavourable conditions. In such a case, the maximal mass of a meteorite that can be slowed down below 1 km/s is
about 1g for the most common stony meteorites, about 50g for icy ones and less than 100 mg for the iron ones.

Some information about Martian meteor showers can be found in (Jenniskens, 2006) but estimated shower fluxes are
missing. The average flux of the meteorites larger than these limits is about 10 m2s™! (Griin et all, 2002) at the Earth’s
orbit, and only slightly less at the orbit of Mars. The meaning of this is that any square meter of the Martian surface will
be hit by a meteorite larger than the limit size once in 10'* seconds (about 3 million years). Thus our concern for the safety
of unprotected objects/people on the Martian surface seems to be exaggerated. However, due to many simplifications
made in this short study, further work is necessary to support this conclusion.

5. Conclusions

The results of the modelling of meteorite flight through the Martian atmosphere show that only small meteorites will
be significantly slowed down. This is a consequence of the low density of the Martian atmosphere. Thus, for stony
meteorites which are the most common type with the abundance of about 95 %, the limiting mass is about 1 g, for ice

Mathematical methods and terminology in geology and the authors ©, 2022

19



Andreié, Z; Sharma, L

about 50 g and for iron less than 100 mg. A strong dependence on the local atmospheric density is shown. Also noticed
is a less pronounced dependence on the impact parameters (impact angle and velocity). A rough estimate of the meteorite
impact rate per square meter of Martian surface is one hit in 3 million years.
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Sazetak

Udari meteorita u Mars

Istrazivane su posljedice udara meteorita (s manje od 10 kg mase) o Marsovu povrSinu. Atmosfersko usporavanje
bitno je samo za manje meteorite uz snaznu ovisnost o gusto¢i, upadnom kutu i brzini meteorita. Odredene su granice
efikasnog atmosferskog usporavanja u ovisnosti o pocetnoj masi, brzini i upadnom kutu, ali i o povrSinskom
atmosferskom tlaku u trenutku udara.

Kljucéne rijeci: Mars, Let meteorita, Atmosfersko usporavanje
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Abstract

Numerical analysis of the deep geological repository (DGR) for the spent nuclear fuel (SNF) and/or high-level
radioactive waste (HLW) is crucial part of safety case for every SNF/HLW disposal program. Before any activity
concerning the disposal starts it is necessary to prove functionality of the future disposal concept applied to the specific
host rock. Apart from laboratory work, including underground research laboratories (URLs), which should also prove
applicability of the disposal concept and appropriateness of the host rock and buffer material, numerical model of the
future DGR should be designed and tested in order to check the adequacy of the solution, to identify possible errors and
problems, and to adjust future works, the dimensions of individual elements of the repository and the choice of materials.
Numerical models presented in this paper are developed for the KBS-3V concept for the disposal of the SNF and/or HLW,
in Plaxis and GeoStudio software. Granodiorite was selected as a host rock, and sodium bentonite as buffer material.
Comparison of respected models created in these two software packages, as well as their verification according to required
safety parameters for the repository, are discussed and compared to state-of-the-art research of running programs (i.e.,
Finnish and Swedish SNF disposal program). Outcomes of the research show that both software give alike results,
comparable and with an equal stress distribution with respect to the shape of the underground spaces. Both numerical
models show that the excavated spaces will remain stable even without the support system, and that maximal displacement
will not affect the disposal tunnel and borehole. It is evident that the presented numerical models correspond to the results
of other similar research and that they may possibly be used for the development of safety case and testing the design of
future repository of SNF or HLW.

Keywords: numerical model; deep geological repository; spent nuclear fuel; bentonite; granodiorite

1. Introduction

Deep geological repository (DGR) for the spent nuclear fuel (SNF) and/or high-level radioactive waste (HLW)
might be the most challenging engineering problem, considering that the lifetime of DGR corresponds to the half-life of
radionuclides contained in the material to be disposed of. Therefore, DGR is designed to stay safe and maintain
functionality for a period of 10 000 up to 100 000 years (depending on national regulations) (Veinovi¢ et al., 2015).

Materials in which DGRs are constructed can vary from sedimentary (clay, salt domes...) to magmatic rocks (granite,
granodiorite...) but there are several conditions that have to be fulfilled considering the geology of the host rock during
the site selection process (simplified acc. to (DOE, 1984; GD 736/2008; IAEA, 1994; IAEA, 2011; JPN, 2000; STUK,
2015)):

Low ambient host rock temperature

Slow groundwater movement (0,1 — 1 mm/y)
Minimal rock deformations

Neither low nor high groundwater pH
Reductive groundwater conditions
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Small amounts of dissolved inorganic carbon in groundwater

Glaciation is not expected at the site during the (next) ice age

No tectonic shifts are expected at the site during the required period of operation of the DGR

There were no active tectonic processes over a period of preferably more than ten million years (it is

undesirable if the change was within a million years)

Areas with the maximum possible earthquake intensity in the range of I-IV degrees of the MCS scale.

There is no likelihood of a volcano within a radius of 10 km

There is no diapirism and salt tectonics in the region

The default distance from the active fault is 1/100 of the length of the active fault, taking into account all its

segments. The area has no recently active faults (Quaternary)

e  Areas where with a geothermal gradient up to 6 © C per 100 m at a disposal depth of 500 m does not exceed
30°C

e  There are no specific paleo hydrological phenomena

Rock type has been identified directly or indirectly empirically as poorly permeable to impermeable even

under tectonic or technological stresses

The host rock is not and does not have soluble interlayers

There are no significant fossil fluid inclusions

The floor of the host rock will not be made of soluble rock

There are no liquid or gaseous hydrocarbons in the bottom of the host rock

The host rock will maintain low permeability even under dynamic stresses

The cracks are closed completely due to the ductile behavior of the material while compensating for surface

roughness

The cracks are closed by geochemical processes with renewed activation of atomic bonds in the crack area

No boundary tendency to form groundwater pathways

There is no significant aquifer of any type in the area

No particularly pronounced erosion (erosion rate less than 100 m / 100,000 years)

No creep

No flooding

Excluding existing and planned flood protection areas for high water evacuation

Areas outside 1000 annual flood lines.

DGR is supposed to be constructed at the depth of 500 up to 1 000 m, which will guarantee safety from biological
intrusion (including anthropogenic), and the choice of the disposal concept will depend upon geological properties of the
site (Umeki, 2007; Baldwin et al., 2008). The technology of the construction of the DGR (underground spaces) must be
chosen and adjusted according to the host rock properties and the repository design. Concept of the DGR and the rock
excavation technology must be selected in a way that it minimizes disturbance of and damage to the host rock (Uroi¢ et
al., 2022). If simplified, most of the applicable disposal concepts include either the disposal into boreholes vertical to the
disposal tunnels or axially in the disposal tunnels (Figure 1). In this paper KBS-3V concept of disposal into short
boreholes from the disposal tunnel (Umeki, 2007; Baldwin et al., 2008; Ikonen, 2003) will be analyzed.

Access tunnel

Disposal tunnel

Deposition hole

KBS-3V

Host rock

Backfill
Bentonite

Canister

Figure 1: Simplified schematic (disposal depth 500-1 000 m) KBS-3V and KBS-3H disposal concepts of
repositories for SNF and/or HLW (Sinnathamby et al., 2014)
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Before the DGR is constructed, apart from the thorough geological survey of the location during the site selection
process, it is necessary to develop the underground research facility (URF) in order to test the disposal technologies, as
well as the excavation methods (Veinovi¢ et al., 2012a, Veinovi¢ et al., 2012b). Results from tests and experiments
performed in URF, as well as the results obtained from testing samples from exploratory boreholes and geophysical
exploration of the site, are the basis for the numerical analysis of the future DGR (Akesson et al., 2010; Chen et al.,
2012; Kwon et al., 2013; Rutqvist et al., 2005; Saanio et al., 2013; Schéfers et al., 2019; Toprak et al., 2012; Toprak
et al., 2013; Zhao et al., 2014). However, numerical model will incorporate parameter of the engineering barriers:
cannister and buffer material (Figure 2).

Backfill/buffer Host rock
(bentonite, crushed salt ...) —

o“‘.‘ .‘..‘»
Container/overpack S b
2 Rock support

(copper-iron, steel, titanium) "_ / (optional)

y Fracturet;l zonra
(excavation-disturbed zone - EDZ)

SF/HLW in matrix

Figure 2: Conceptual solution for the disposal (isolation) of the SNF and/or HLW (Veinovi¢ et al, 2015). Scale
would depend on the concept and the program, diameter of the container/overpack can vary from 0,6 up to 1,2 m.

Characteristics of the cannister for the disposal of the SNF or HLW, used for the development of DGR’s numerical
model, mainly refers to mechanical properties and the heat transfer properties of the cannister material. However, the
properties of buffer material needed for the numerical model of the disposal concept (Domitrovi¢ et al., 2012) will include
much more parameters. Since the topic of this paper is mainly consideration of the mechanical behavior of the host rock
after the excavation and installation of the cannister, and the comparison of the analysis performed in two software (Plaxis
and Geostudio), only mechanical characteristics of the buffer material and the host rock will be considered. More detailed
research considering the Thermo-Hydro-Mechanical Effects on Host Rock for SNF DGR is presented in Veinovic, et al.
(2020). As the host rock, the granodiorite is selected, being the most likely geologic material in which the future
Croatian/Slovenian DGR for the SNF will be constructed in (Veinovié et al., 2020). The disposal depth will probably be
500 m, the location cannot be defined because the site selection process has not been carried out, the geology of Croatia
and Slovenia does not offer any other type of host rock other than igneous rocks, and after a preliminary analysis it was
assumed that host rock would be granodiorite.

Most of the numerical modelling and analysis of the thermal-hydro-mechanical effects (HME) of SNF or HLW on
host rock and the buffer material is done by Abaqus (Akesson et al., 2010), Code Bright (Akesson et al., 2010; Toprak
et al. 2012; Toprak et al., 2013) and Tough-Flac 3D (Blanco-Martin et al., 2017; Rutquist, 2011). However, fairly
good results, which correspond to the results of research conducted in other software, were obtained using the GeoStudio
software package (Veinovié et al., 2020). GeoStudio and Plaxis are two software packages available at the Faculty of
Mining, Geology and Petroleum Engineering, University of Zagreb, and they are readily used for lectures and research.
Both software packages offer several types of numerical analysis, including:

e slope stability
groundwater flow (saturated and non-saturated conditions)
stress and strain analyses
earthquake-induced liquefaction and dynamic load
heat transfer
transport of liquids and gasses trough a porous medium.

In order to perform numerical analysis of stress/strain effects of repository’s disposal tunnels excavation, certain the
starting parameters had to be set:
1. KBS-3V disposal concept was selected as the most probable variant of repository design, considering that it
will be the first concept applied for the disposal of SNF in Finland.
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2. Sodium bentonite was selected as a buffer material, since it is probably the most considered and researched
buffer material, whether the disposal is to be in crystalline or argillaceous host rock.

3. Disposal cannister is selected according to Croatian/Slovenian generic model — copper lined cannister
containing 4 SNF assemblies.

4. As the most probable host rock granodiorite was selected.

The numerical model is to be a 2d model of cross section trough the disposal tunnel and the disposal borehole.

6. Support systems will not be necessary since the disposal is planned to be done at the depth of 500 m in
monolithic solid rock with a minimum number of fissures.

hd

2. Numerical model of DGR concept in Geostudio

Material parameters chosen for the model design are given in Table 1 and were selected according to the literature
related to the selected concept and the proposed generic location (ARAO & Fond NEK, 2019; Korkiala-Tanttu, 2009;
Keto et al., 2012; Juvankoski, 2010). Same parameters were used for earlier research (Veinovi¢ et al., 2020).

Table 1: Parameters selected for numerical analysis in GeoStudio (from: Veinovi¢ et al., 2020, acc. to: ARAO & Fond
NEK, 2019; Korkiala-Tanttu, 2009; Keto et al., 2012; Juvankoski, 2010; Nguyen et al., 2017; Jacinto and

Ledesma, 2016)
. Young’s elasticit Cohesion | Weight densit Poisson’s
Material Model used modulus [kPa] ' [kPa] [%(N/m3] " | coefficient
Granodiorite in situ Elasto-plastic 40 000 000 10 000 27.00 0.23
Granodiorite disturbed 2 000 000 6 000 26.00 0.28
Bentonite Linear elastic 10 000 000 20 20.59 0.30
Copper 1.17x108 - 87.57 0.36

In order to better explain the selection of granodiorite as host rock, it is necessary to clarify part of the geology of
Croatia. The Creating of the the Croatian part of the Pannonian Basin System (CPPBS) space (e.g. Malvié', 1998, 2003,
2004, 2012) began at the edge of the Pannonian Basin system (e.g., Royden, 1988; Rogl, 1996, 1998; Steininger et al.,
1978) resulting in certain sedimentary and tectonic specificities. The entire CPPBS area opened up and formed along a
series of transcurrent fault systems, and the first lake environments were created in the Lower Miocene. In the Lower
Baden (16.4-15.0 m.g.), the first marine transgression covered Northern Croatia with the environments of Central
Paratethys with the dominance of alluvial environments and the amount of descent greater than deposition. This marked
the beginning of the first tension phase. Sources of material were Siliciclasts of the Paleozoic and Mesozoic subsoil as
well as numerous coralinacea reefs. In the middle and upper Baden (15.0-13.0 m.g.) there is a calming of tectonics and
the dominance of the deposition of fine-grained and carbonate detritus, and another flooding of the Central Paratethys at
the end of the upper Baden. After that, the first transpression phase begins, which lasted from the Sarmatians to the end
of the Lower Pannonian (13.0-9.3 m.g.) when the marine environment gradually disappears, creating a large, closed
Pannonian Lake, initially brackish and later freshwater. The second transtension phase followed, which lasted during the
upper Pannonian (9.3-7.1 m.g.) and the lower pontoon (7.1-6.3 m.g.). This is precisely the time of deposition of thick,
monotonous sequences of sandstone and marl in the lake environment of Lake Pannonia, and at the end of local lakes
such as the Sava and Drava lakes. The sandstones were transported by turbidite currents from their origin in the Eastern
Alps and were deposited several times on tectonic ramps. In contrast, marls are lake, pelitic sediments. Finally, the shaping
of the CPPBS area ends with the second transpression phase, which began in the Upper Pontus (6.3-5.6 m.g.), completed
the process of lake reduction by creating and then degrading Slavonian Lake, and the Pliocene terrestrial environments
(5.6 -2.6 m.g.) and especially the Quaternary (2.6-0.0 m.g.). During all this time, especially during the transpression
periods, older mountains such as Medvednica, Papuk and Psunj rose, and during the last 2.5 m.g. and Bilogora
(Prelogovic¢, 1975). The result of all these events is a significant thickness of Neogene-Quaternary sediments in all our
depressions and subdepressions, with more than 7000 m in the deepest part of the Drava Depression, and 3000+ m in the
deepest parts of the Bjelovar subdepression. Sediment development and lithological units in CPPBS are best seen on
regional lithostratigraphic columns. The one for the Drava Depression is shown in Figure 3.

It has to be noted that the regional lithostratigraphic column shown in Figure 3 does not present potential disposal
site! It was only taken as a typical example.
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Figure 3: Schematic representation of the lithological composition and correlation of the units of the Croatian and
Hungarian parts of the Drava Depression - thicknesses are not in scale (Malvi¢ & Cvetkovi¢, 2013)

The basic model with finite element mesh was defined by stages:
1. Excavation
2. Cannister emplacement
3. Filling/closing the disposal tunnel with bentonite.

The regions of material in model were defined as:
e Intact host rock
e Excavation damaged/disturbed zone
e  Copper cannister
e Bentonite buffer / filling material.

Starting model according to stages is shown at Figure 4.
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Figure 4: Stages of the basic model: (a) after the excavation, (b) after installation of disposal canister and buffer
material; (c) after closing the disposal tunnel (Veinovi¢ et al. 2020)
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The analysis performed in GeoStudio show that the critical stress areas are appearing at the calotte — top (ceiling) of
the disposal tunnel and at the edges at the bottom of the disposal tunnel. Critical stresses also appear at the bottom of the
disposal borehole. Figure 5 shows resulting stresses by phases. In order to show total stresses at the critical points,
software allows “click and show” mode with the corresponding Mohr’s circles (Figure 6).
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Figure 5: Model of total stress in host rock and buffer, by phases: (a) after the excavation, (b) after installation of
disposal canister and buffer material; (c) after closing the disposal tunnel (Veinovi¢ et al. 2020). Used version of the
software (GeoStudio2007) does generate a legend with colours and values.
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Figure 6: Mohr’s circles of total stress at critical points of the model

Stresses in the presented numerical model did not exceed shear or normal strength of the host rock, and there were no
signs of failure of rock mass during the analysis.

Analysis of the strain/displacement of the host rock has shown that the maximal displacement can be found during the
phase of filling of the disposal tunnel (latest phase in the model) and is shown at Figure 7.
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Figure 7: Host rock strain/displacement for the last phase (filling the disposal tunnel). Displacement is shown in [mm]
(Veinovi¢ et al., 2020)

3. Numerical model of DGR concept in Plaxis

Plaxis is a software package in which numerical models simulate soil/rock behavior. It evolved from a program
aimed at analyzing embankments on soft soil in the Netherlands. The software is based on the finite element method and
is intended for 2D and 3D geotechnical analysis of soil deformation and stability, groundwater flow and heat. Plaxis
contains a wide range of models to describe soil/rock behavior. The basic models are in fact mathematical equations that
describe the relationships between stresses and strains for a particular material, taking into account the properties that are
expressed as scalar parameters. In geotechnical engineering, Plaxis is most commonly used for modelling excavations,
foundations, embankments and tunnels. Numerical methods often used to predict soil and rock behavior, are also used to
predict the interaction between tunnels and soil and rock structures (Fasihnikoutalab et al., 2012)

The basic model is defined as a plane model (plane strain) 120 m long and 120 m high. The generated network of
elements is medium density. Since the tunnel is to be excavated at a depth of 500 m, the total vertical stress above the
tunnel was simulated by a continuous surface load of 11 880 kN/m?, and the Morh-Coulomb model of soil/rock was used.
Copper cannister was defined by the Linear elastic model. The calculation with the initial phase contains three phases,
initial conditions, excavation and filling of the tunnel (Figure 8).

(a) (b) (c)
Figure 8: Calculation stages of the basic model: (a) after the excavation, (b) after installation of disposal canister and
buffer material; (c) after closing the disposal tunnel
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The results of the numerical analysis conducted in the Plaxis program show the displacements and the state of stress
through the phases of excavation and filling of boreholes and tunnels. The stresses change significantly after excavation
and the maximum stresses in the last phase of the calculation are 68 030 kN/m? at the calotte of the tunnel and below the
borehole (Figure 9) marked red. The largest total displacements (Figure 10) are 0.0039 m in the excavation phase.
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Figure 9: Effective stress after closing the disposal tunnel
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Figure 10: Total displacement after closing the disposal tunnel
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4. Discussion

The research of the disposal of SNF and/or HLW in Croatia is at its starting phase. So far, the initial research is based
upon the KBS-3V disposal model as it was suggested by ARAO & Fond NEK (2019) in a generic project of the SNF
repository. Development of the numerical model was not the part of the generic project and was developed as the research
project of the Faculty of Mining, Geology and Petroleum engineering. Initially the GeoStudio software was applied for
the numerical analysis, and this paper presents the continued research using Plaxis software to compare results with the
previous research.

Both software packages, GeoStudio and Plaxis, have some advantages and disadvantages, and it is planned to acquire
newer versions of software to continue research. One of the ideas of continuation of the research is to acquire the
CodeBright program, which is used in similar analysis around the world. This would provide comparable results and
facilitate modelling.

The reasons for the differences in the results of numerical modelling of SNF repository in GeoStudio and Plaxis are
mainly related to different approaches and utilization of the finite elements method. The difference in maximal
displacement, although in millimetres, is still significant being four times larger for the model designed in GeoStudio.
More detailed model will certainly be more accurate, and it would be a greater match between the results obtained by the
two software.

The comparison of stresses in both models are shown at Figure 11.
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(a)
Figure 11: Details of the stress distribution at the disposal tunnel during the last phase — installation of bufferand
closing the disposal tunnel in Plaxis (a) and GeoStudio (b).

The stresses distribution shown at Figure 11 do correspond to one another, however, more detailed results would be
needed for the in the case of specific research for a future repository. In that case, the more specific parameters of the host
rock would be included, as well as the more detailed model. Also, the future research will include software developed
and adapted to repository modelling, CodeBright.

There are many issues concerning presented research, mainly considering using the generic model of the repository
and assumption that the granodiorite would be the probable host rock for the repository. Without proper research during
the site selection, it is not possible to acquire more detailed and accurate host rock parameters. However, this research is
necessary in order to acquire the necessary experience and routine in research of this kind and educate workforce who
will one day engage in site specific research.

There are several issues that should be addressed in the future:

1. Specific software which is readily used in the running disposal programs in other countries should be used.
2. The disposal concept, since it is not yet defined which concept will be applied, should be selected in a manner
to suite the site and its geological properties.
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3. After the preliminary site selection properties of the potential host rocks from preferred sites should be known
and used for the numerical analysis.

4. Although it is probable that sodium bentonite is to be used as a buffer and filling material, detailed data on
properties of the bentonite cay as well as the manner of bentonite emplacement is needed for the proper
numerical model.

5. Apart from the stress/strain numerical analysis it is necessary to model groundwater flow, thermal effects on
host rock and buffer material and a radionuclide spread.

6. In stead of 2D model it would be advisable to create 3D model of the repository.

5. Conclusions

This paper presents initial research of the stress/strain model of the generic repository for the spent nuclear fuel
designed in GeoStudio and Plaxis software. The model presented in the paper is developed for the KBS-3V concept of
the deep geological disposal facility with granodiorite as the generic host rock and sodium bentonite as the buffer and
filling material.

Results of the numerical analysis show that KBS-3V concept of the deep geological repository developed in
granodiorite as the host rock, at the depth of 500 m and with the sodium bentonite as the buffer material, is potentially
stable construction with acceptable values of stress and displacement. Both software — GeoStudio and Plaxis, give
analogous results. The stresses change significantly after excavation and the maximum stresses, according to Plaxis, in
the last phase of the calculation are 68 030 kN/m? at the calotte of the tunnel and below the borehole, the largest total
displacements are 0,0039 m in the excavation phase. GeoStudio analysis resulted in maximum stresses of 70 127 kN/m?
at the same places of the crossection (the calotte of the tunnel and below the borehole) and the maximal displacement of
0,012 m in the excavation phase.

The results of the analysis made with the assumed values for this generic case show that the construction of a deep
geological repository in the given geological conditions would be feasible. As a continuation of the research, it is proposed
to include the impact of groundwater as well as the thermal impact of spent fuel cannisters. It is also planned to create a
model in the CodeBright software, which would provide data comparable to the research of other programs for the spent
fuel disposal.

The development of the model presented in the article is important for the education of new workforce and gaining
experience in numerical analysis of this problem. In this manner needed knowledge is acquired and transferred, which
will help education of the workforce that will participate in the development of Croatian-Slovenian program when it
starts.
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SAZETAK
Numericki modeli dubokog geoloskog odlagaliSta za iskoriSteno nuklearno gorivo

Numericka analiza dubokog geoloskog odlagalista (DGO) za istroSeno nuklearno gorivo (ING) i/ili
visokoradioaktivni otpad (VRAO) klju¢ni je dio studije sigurnosti za svaki program zbrinjavanja ING/VRAO. Prije
pocetka bilo kakve aktivnosti u vezi odlaganja potrebno je dokazati funkcionalnost buduceg koncepta zbrinjavanja
primijenjenog na odredenu stijenu. Osim laboratorijskih istrazivanja, ukljuuju¢i podzemne istrazivacke laboratorije
(PIL), koji bi takoder trebali dokazati primjenjivost koncepta odlaganja te prikladnost stijene i materijala za popunjavanje,
potrebno je osmisliti i testirati numericki model budué¢eg DGO-a kako bi se provjerila adekvatnost rjeSenje, identificirati
moguce pogreske i probleme, te prilagoditi buduce radove, dimenzije pojedinih elemenata odlagalista i izbor materijala.
Numericki modeli prikazani u ovom radu razvijeni su za koncept KBS-3V za zbrinjavanje ING-a i/ili VRAO-a, u softveru
Plaxis i GeoStudio. Granodiorit je odabran kao mati¢na stijena, a natrijev bentonit kao materijal ispune. Usporedba
pojedinih modela izradenih u ovim dvama softverskim paketima, kao i njihova verifikacija prema potrebnim sigurnosnim
parametrima za spremiste, raspravlja se i usporeduje s najsuvremenijim istrazivanjem pokrenutih programa (tj. finski 1
$vedski program zbrinjavanja SNF). Evidentno je da prikazani numericki modeli odgovaraju rezultatima drugih sli¢nih
istrazivanja i da bi se eventualno mogli koristiti za razvoj studije sigurnosti i testiranje dizajna buducéeg odlagalista ING-
aili VRAO-a.

Kljucéne rijeéi: numeric¢ki model; duboko geolosko odlagaliste; istroSeno nuklearno gorivo; bentonit; granodiorit.
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Abstract

The paper describes the possibilities of energy storage in geological structures in Poland. Three types of subsurface
storages are considered: salt caverns, exploited gas reservoirs and aquifers. Salt caverns in Poland are already fully
operational methane and oil storages. Hydrocarbon reservoirs are found in southern Poland (Carpathians and the
Carpathian Foredeep) in the Devonian, Mesozoic, and Cenozoic strata, in north-western Poland in the Zechstein Basin
and in the Rotliegendes (Polish Lowlands), and in eastern Poland in the Lublin Basin (Devonian) and in the Baltic Sea
(Cambrian strata). Some of the depleted reservoirs are also used as methane storages. Aquifers exist in the Mid-Polish
Mesozoic Basin (Polish Lowlands) in the Lower Triassic, Lower Jurassic, and Lower Cretaceous strata. All these
structures, after a detailed selection and meeting the appropriate criteria, are perspective to store the energy, e.g.,
hydrogen, which can be used as a fuel of the future.

Keywords: energy storage, hydrogen, salt caverns, depleted reservoirs, aquifers, Poland
1. Introduction

Hydrogen as an ecological source of energy begins to be recognized as one of the main elements of the
decarbonisation of European economies. It can be mixed with natural gas, or can be burned as a pure hydrogen (used
for emission-free car propulsion). Poland is one of the largest producers of hydrogen in Europe. It is mainly produced
by the nitrogen industry as well as by coking plants. An alternative is to use renewable energy to produce energy, and
then production of hydrogen by electrolysis. Renewable energy sources can be installed, for example, right next to the
underground storages, which eliminates the problem of hydrogen transport. Hydrogen from nitrogen plants or coking
plants should be sent via hydrogen pipelines.

In March 2022, Astronika and the AGH University of Science and Technology in Krakow (Department of
Petroleum Engineering, Faculty of Drilling, Oil and Gas) started a project called GeoStorage, which analyses the
feasibility of the use of geological formation for energy storage in terrestrial and planetary conditions. The European
Space Agency (ESA) selected GeoStorage in an open tender focused on the use of space resources. The project is
developed by a consortium led by Astronika in cooperation with the AGH. The project analyses the technical and
economic feasibility of utilization of formations such as salt caverns, and depleted hydrocarbon reservoirs as energy
storage facilities — a key element of the Polish energy transition. The main objective of this project is to calculate the
potential of geologic energy storage in the context of broader utilization of renewable energy in the national energy
system for its increased resilience and adaptability.

2. Geological setting of analyzed formations
2.1. Salt domes

Salt-bearing formations occur in Poland in the Upper Permian (Zechstein) and in the Neogene strata. Due to their
geological properties, only Zechstein salts are considered as potential reserves in Poland. They occur as salt beds or
structures (pillows, walls, domes, crests) and occupy about 65% of the territory of Poland (see Figure 1) (Czapowski et
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al.,, 2017; Tarkowski and Czapowski, 2018). Salt domes have great thickness of rock salt body (about several
kilometers high), with small surface area of horizontal cross-section. These properties, along with the existence of
leaching caverns, make salt domes the best choice for storage of hydrogen, methane and other gases, or petroleum and
fuels (in Poland exists one underground storage of liquid petroleum fuels).

The Zechstein salts in Poland are situated in the eastern part of the large Permian salt basin of central Europe
(extending from England, through Germany and Denmark to Poland). Salts were deposited in this basin because of
evaporation of a marine basin (Wagner, 1994; Wagner and Peryt, 1997). Zechstein strata are a part of Zechstein-
Mesozoic structural stage which forms a large complex (up to 6 km thick) in Polish Lowlands (see Figure 2). Within
the Zechstein succession, four cyclothemes were distinguished, comprising salts as one of the main components
(Wagner, 1994; Wagner and Peryt, 1997; Czapowski and Bukowski, 2015).
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Figure 1: Salt structures in the Upper Permian (Zechstein) deposits in Poland

(after Czapowski et al., 2017; Tarkowski and Czapowski, 2018, modified)
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Figure 2: Simplified geological cross-section (SW-NE) of the Polish Lowlands presenting salt structures
(after Dadlez, 2001; Tarkowski and Czapowski, 2018)

2.2. Hydrocarbon reservoirs

According to Czapigo-Czapla and Brzezinski (2021a), in Poland there are 87 oil fields: 29 in the Carpathians, 12
in Carpathian Foredeep, 44 in the Polish Lowlands, and 2 in the Polish Exclusive Economic Zone of the Baltic Sea. The
Carpathian oil reservoirs occur in the region of the world's oldest oil mining (middle of the 19" century), but their
resources are small and mostly depleted. Oil fields discovered in the Polish Lowlands are of the greatest economic
importance.

Based on Czapigo-Czapla and Brzezinski (2021b), Poland has 306 natural gas reservoirs including 200 developed:
26 in the Carpathians, 83 in the Carpathian Foredeep, 89 in the Polish Lowlands, and 2 in the Polish Exclusive
Economic Zone of the Baltic Sea. About 75% of the gas resources have been discovered in the Neogene (Miocene) and
Permian (Rotliegendes) formations, and the rest in the Cambrian, Devonian, Carboniferous, Permian (Zechstein),
Jurassic and Cretaceous. Location of oil and gas fields together with underground gas storages in Poland is presented in
Figure 3. The exploration of oil and gas in Poland began in the 19th century, only in the Outer Carpathian flysch belt in
southern Poland. Since that time, many oil and gas reservoirs have been discovered in the Carpathian Foredeep and
Polish Lowland (Karnkowski, 1999; Wéjcik et al., 2022). Four petroleum provinces have been described by Waéjeik
et al. (2022) - Northern and Eastern Petroleum Provinces for the East European Platform areas, Western Petroleum
Province for the West European (Variscan) Platform, and Southern Petroleum Province for the Carpathian units and its
basement (see Table 1).

Table 1: Principal geological horizons and units of crude oil and natural gas occurrences in Poland with several fields and
documented resources (based on Wéjcik et al. 2022, modified)

9 Number of | Documented Number of Documented
Petroleum Geological
Province Horizon/Unit Documented | Resources of | Documented Resources of
Gas Fields | Gas [MCM] Qil Fields QOil [KTOE]
Carboniferous 2 50.08 1 29.62
INorthern andj Devonian 3 1154.99 1 6.36
Eastern |\ i die Cambrian 9 5189.44 6 6215.27
Zechstein —
Main Dolomite 59 52,559.32 38 14,381.59
Zechstein
Western Limestone 21 22,365.79 } )
Permian
Rotliegendes 6l 26,763.87 ) )
Carboniferous 7 2762.01 - -
Outer Carpathians 34 1320.71 29 676.7
Carpathian
Southern Foredeep i 29,985.34 ) )
Paleozoic-Mesozoic 11 1768.96 12 815.17
basement
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Figure 3: Location of oil and gas fields and underground gas storages in Poland in relation to petroleum provinces
(after Wéjcik et al., 2022)

2.3. Aquifers

According to Lemieux et al. (2020), an aquifer is a sedimentary rock, which is saturated with water. The water
can be replaced with injected fluids. Aquifers are porous and permeable strata (only water-bearing), which could be
used for gas storage, if there is a reservoir with proper parameters (porosity, permeability, caprock, trapping
structure). The only difference between aquifers and hydrocarbon reservoirs is filling — in aquifers oil and gas cannot
be found.

In Poland, one of the largest sedimentary basins of Europe exists, it is called Mid-Polish Trough. It consists of the
large deep aquifers with Lower Triassic, Lower Jurassic, and Lower Cretaceous strata. Gorecki et al. (2006) proved
the existence of thick reservoirs rocks, lack of contact with potable waters, position at a large depth and a good
geological recognition level of these structures. Cretaceous reservoir consists mainly of sandstones, sandy and
carbonate-sandy deposits of the Barremian-Middle Albian age. They are overlain by the Upper Cretaceous
limestones, marls, opokas and chalk with low permeability (Tarkowski, 2010; Tarkowski et al., 2014; Wojcicki et
al., 2014). The total thickness of the Lower Cretaceous strata varies from several meters at the peripheral zones of
the basin to several hundred meters in the center. The effective porosity is around 20-40% and pore water salinity
reaches 100 g/l (Gérecki et al., 2006). Lower Jurassic reservoir horizons are composed predominantly of sandstones of
the Hettangian, Sinemurian, Pliensbachian, and the Late Toarcian age. The total thickness of the Lower Jurassic
succession ranges from several meters at the basin edge, up to 1200 m in the central part (Gérecki et al., 2006).
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3. Possibilities of geological energy storage in analyzed formations
3.1. Salt domes

The key element to select a proper salt dome to build a cavern is the appropriate thickness of a salt massif,
its width and homogeneity. These parameters and the internal structure of a salt dome should be analyzed
(Tarkowski and Czapowski, 2018; Lankof and Tarkowski, 2020; Lankof et al., 2022). At this moment, there
is no active underground hydrogen storage in salt structures in Poland, but Tarkowski and Czapowski (2018)
typed 27 structures suitable for hydrogen storage. Nevertheless, salt caverns are used for storing natural gas (Mogilno
and Kosakowo) and fuels (Gora near Inowroctaw) (see Figure 1). The next underground gas storage is to be built in
the Damastawek salt dome.

3.2. Hydrocarbon reservoirs

Several oil and gas reservoirs are taken into account. The criteria for underground hydrogen storage are as
follows (Tarkowski, 2017; Lewandowska-Smierzchalska et al., 2018):
- the depth to the top of the reservoir should not exceed 2000m,
- the reservoir should be listed in the current balance of mineral resources,
- 15-25% of depletion of geological resources or 50% for recoverable resources for crude oil,
- 75% of depletion of recoverable resources for gas.

With such criteria, 3 oil reservoirs (Carpathian Foredeep) and 16 gas reservoirs (6 in the Polish Lowlands and 10
in the Carpathian Foredeep) are proposed for underground storage in Poland. Authors of this paper added additional
criteria, limiting the original ranking list made by Tarkowski (2017) and Lewandowska-Smierzchalska et al.
(2018):

- distance from potential hydrogen sources (offshore wind farms),

- structural homogeneity of the reservoir — structural traps with very good sealing (e.g., with evaporites),
- availability of geological and geophysical data,

- location near the existing gas pipelines.

Based on the improved criteria, the list was narrowed. Only 4 gas reservoirs in the Polish Lowlands fulfil
the extended criteria. These are reservoirs in the Rotliegend sandstones, sealed with the thick series of the
Zechstein evaporites. All oil and gas reservoirs existing in the Carpathian Foredeep were withdrawn because of
their position far away from the desired wind and offshore development regions. Furthermore, 10 gas reservoirs
in the Polish Lowlands (also Rotliegend sandstones) were listed as perspective, because of the possibility of their
depletion in the near future. Nevertheless, in the next 20-30 years, more hydrocarbon reservoirs in Poland will be
depleted, which will increase the potential volume for underground storage.

3.3. Aquifers

Tarkowski (2017) and Lewandowska-Smierzchalska et al. (2018) analyzed geological and economic data
used in the ranking of geological structures for CO2 storage in the Mesozoic aquifers of the Polish Lowlands in
order to perform a preliminary selection of the most suitable structures for hydrogen underground storage. Only the
structures not exceeding 2000 m in depth (measured from the top of reservoir) have been chosen. The next
important variables were reservoir parameters (thickness, porosity, and permeability of the reservoir horizon),
storage security, and the degree of exploration advancement. Under these criteria, the best parameters are found
for 8 geological structures in Lower Cretaceous strata and 6 geological structures in the Lower Jurassic strata.

As was done in the case of hydrocarbon reservoirs, additional criteria that limited the original ranking, were
made. After the limitation, only 3 aquifers (Lower Jurassic) localized in the northwestern Poland, have been
listed. All existing aquifers in the Lower Cretaceous deposits were rejected, because of the geothermal use and
drinking water intakes. Some of the Lower Jurassic strata are also perspective for geothermal energy — deeper parts
are not well recognized yet.

4. Conclusions

Based on the available data and analysis done, it can be concluded, that Poland has a potential for hydrogen
storage in the following underground structures:
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a) Salt caverns are the best structures for hydrogen storage because of the geological setting, good sealing,
and the technology availability. Efficiencies of injection/production of hydrogen are very high due to the non-
porous structure. Due to a small distance of salt caverns from the sea in Poland (max 250km), where
offshore wind farms can be built, it makes them the cheapest way to create such installations.

b) Depleted gas reservoirs are the second possibility. Their main advantage is the limited need to build a
surface installation (which is needed in case of salt caverns and aquifers). On the other hand, pore space
in natural gas reservoirs may result in lowered flexibility in the amount of gas injection and uptake. What is
more, the problem of sealing can exist — gas reservoir was hermetic for methane, but hydrogen may
require lower permeabilities — the verification needs to be done. Finally, hydrogen can react with some
minerals — there is a need study its effect on the pore space.

¢) The last possibility is aquifers. Here we have to analyze all available archival data. If the study unveils
potential geological structures, the set of prospecting should be made (seismic, drilling, well-logging,
core analysis etc.). Also, there is a need to analyze the interaction of hydrogen with rocks, and build a
numerical geological and dynamical model, which should identify the working and active volumes, as
well as gas injection and uptake efficiencies. The last stage is to construct a surface infrastructure.
Unfortunately, during the process verification, the structure may be deemed unsuitable for storage
(leakages, gas reaction etc.). To sum up, it is the most expensive solution — even with a positive test
result.
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SazZetak
Moguénosti skladiStenja energije u geoloSkim strukturama u Poljskoj

Analizirane su mogucnosti skladiStenja energenata u podzemnim geoloSkim strukturama u prostoru Poljske.
Zakljuceno je da postoje tri glavne mogucnosti skladiStenja: solne kaverne, iskoristena plinska leziSta i vodonosnici.
Solne kaverne su potpuno operativna skladista metana i nafte u Poljskoj. Lezista ugljikovodika otkrivena u juznoj
Poljskoj (Karpatima i karpatskom predgorju) su devonske, mezozojske i kenozojske starosti. U sjeverozapadnoj
Poljskoj ona su u bazenima Zechstein i Rotliegendes (Poljska nizina), a u istocnoj Poljskoj u bazenu Lublin (devon) i
Baltickom moru (kambrij). Neka iscrpljena lezista se ve¢ koriste za skladiStenje metana. Vodonosnici su otkriveni u
mezozojskom bazenu srediSnje Poljske (Poljska nizina) u slojevima donjega trijasa, donje jure i donje krede. Sve
opisane strukture, analizirane pravilnim kriterijima, su potencijalna skladiSta energije, npr. u obliku vodika, koja se
moze naknadno koristiti kao energent.

Kljuéne rijeci: skladistenje, vodik, solne kaverne, iscrpljena lezista, vodonosnici, Poljska
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Abstract

The consequences of impact of small stony asteroids (with masses less than 100 t) on Mars surface are
investigated. The atmospheric braking is found to be negligible as is the maximal dynamic pressure exerted on the
impacting body. In other words, the impactor remains unfragmented until the impact. The resulting crater size depends
on the kinetic energy of the impactor and the lithological properties of the Martian surface and shallow crust as well as
later atmospheric erosion.

Keywords: Mars, cratering on Mars, meteorite flight

1. Introduction

Mathematical model of a small asteroid dynamics during a flight through the Martian atmosphere determines the final
remaining kinetic energy of the impacting body. By calculating the deceleration and the dynamic pressure exerted on the
incoming body over the course of its trajectory through the atmosphere, the height at which the largest dynamic pressure
is reached, and incoming body's final velocity are determined. Input parameters are the mass of the incoming body, initial
velocity vector's magnitude and the angle of entry. Initial height above the ground level (z coordinate in a Cartesian
coordinate system fixed at the Mars surface) is set at 100 km, for all simulated cases.

In all flight calculations we used the usual approach: the drag force is calculated through the Newton's drag law, with
variable, velocity dependent drag coefficient. Here, we assumed a spherical body and used the coefficient from (Carter
at al., 2009). For the atmosphere, exponential model with data for the Mars atmosphere was used. All initial calculation
parameters are summed up in the Table 1 and Table 2.

However, the bombardment of planetary surface is casual process, nowadays on declining frequency in the whole
Solar system, therefore on the Mars as well. This in contrast to the beginning of Solar system’s existence when such
processes were very frequent and widely varied in numbers and sizes of falling bodies. Back then, Mars played significant
role in creation of still existing asteroid belt. In the very beginning, the early bombardment phase took place until 0.5 Ga
after creation of the system. Perhaps the most prominent result of this bombardment is the creation of the Moon, after
inclined collision of the proto-Earth and Theia. Some calculations (Petit & Morbidelli, 2001; Kominami & Ida, 2001)
indicated that in this phase of it’s development the Solar system included 50-100 planetary bodies with sizes more or less
equivalent to the size of Mars. Most of them collided in the first 0.1 Ga and were merged or destroyed (Lin, 2008), and
the Solar system was left with four present-day terrestrial planets.

The early bombardment period was followed by late bombardment phase, which lasted approx. 0.5-1.0 Ga after the
creation of the Solar system. There was no merging or destroying of planets and planetoids, and this phase was
characterised by large scale bodies impacts on the existing four planets and the Moon. The most objects, but not all, had
their origin in the asteroid belt. Although such impacts were extraordinarily energetic, and often affected the planets’
crusts, their impact craters are later eroded and lost. The erosion took place on all terrestrial planets due to early volcanism
as well as atmospheric and oceanic processes (Earth, Venus, Mars). The asteroid belt, today located between 2 and 4 a.
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u., played the main role in the late bombardment phase. In the beginning this belt included mass of about 2-3 Earth masses,
probably in the form of 20-30 planetoids, ranging in sizes from Moon’s to Mars’ (Bottke et al., 2005). However, the
Jupiter, even the Saturn, gravitationally prevented the accretion of planetoids into larger planet(s), assisted with later
approaching of the Jupiter to the Sun, which increased the orbital velocities of the belt bodies and pushed them toward
inner Solar system (Bottke et al., 2005; Raymond et al., 2007). When the gravitational balance had been established
again, only 1 % of the Earth mass remained in the asteroid belt, still occasionaly ejecting asteroids across the Solar system
until today, when the remaining mass is the 0.05 % of the Earth. Many of the asteroids brought water on the planets, and
larger planets, like the Earth and Venus, kept it in their oceans. Among the terrestrial planets, only the Earth has one
additional process that’s changing its shape and is responsible for the destruction of the older surface structures. It is
plate’s tectonic.

Equatorial diameter (km) 6780
Surface gravity (m/s?) 3.71
Atmosphere composition (%) 96 CO:
1.9 Ar
1.9 N2
Surface atmospheric pressure (Pa) 636
Expected variations of surface pressure (Pa) 400-870
Mean surface temperature (K) 210
Expected variations of surface temperature (K) 130-308
Mean orbital speed (km/s) 24
First cosmic speed (km/s) 3.57
Second cosmic speed (km/s) 5.03
Third cosmic speed (km/s) 34.1

Table 1: Physical characteristics of the Mars

The Table 1 gives basic physical characteristics of the planet Mars, starting with its diameter and surface
gravity. Note that, although Mars is about half the size of the Earth, its surface acceleration is only about one
third of the surface acceleration of the Earth. Martian atmosphere is very rare. The surface pressure varies widely
depending on the location and the time of the Martian year. Mars is farther from Sun than Earth and is
accordingly slower in its orbit. Also, the third cosmic velocity for Mars (the velocity needed for a body to leave
the Solar System) is about three quarters of the corresponding velocity for Earth. Combined with a weaker
Martian gravity, this results in lower impact velocities for impacting bodies, compared to the Earth. Thus,
incoming objects will strike Mars with velocities between about 5 and 58 km/s, compared to 11 to 72 km/s for the
Earth.

Asteroid type Chondritic (stony)
Asteroid density (kg/m?) 3300
Asteroid mass (kg) 10 - 81920
Angle of entry (towards horizontal, deg) 10 - 90
Incoming velocity (km/s) 10 - 50

Table 2: Physical characteristics of asteroids as used in our calculations.

As stony asteroids are the most common type, the calculations were done for this type of asteroids only, with
their physical properties summarized in the Table 2. The Martian atmosphere is significantly less dense than
the Earth's, thus the resulting drag forces and dynamic pressures are much smaller as well (Figure 1). This means
that fragmenting of the incoming body is less probable, as also suggested by the results of the calculations.
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2. Methods

Figure 1: Forces acting on an incoming body in a planetary atmosphere (blue). The asteroid velocity is ¥, and is usually
specified by its magnitude and the angle of entry (usually measured between the direction of the flight and the horizontal).

The body is simultaneously influenced by the gravitational force of the planet, Fg; and the drag forceF_,;.

The gravitational force is, to a very good approximation, described by the well known Newton’s Equation 1:
E=6—r M

Where are:

Eis the gravitational force,

G is the universal gravitational constant,
M is the mass of the planet,

m is the mass of the asteroid,

7 is the distance between these two bodies.

Usually, this formula is rewritten using the surface acceleration a_g’ as Equation 2:
F, =a;m— 2)

Where are:

a_g’stands for the surface gravitational acceleration,
r for the distance between the two bodies and

1o is the diameter of the planet.
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The decrease of the gravitational acceleration with distance is often neglected for small distances (compared to the
planet's diameter), resulting in a simpler Equation 3:

F=gm G)

The drag force imparted on the asteroid inside the Martian atmosphere is given by the Newton's drag law (Equation
4):

—_— 1
Fy=— 3 cpAvv “4)

Where are:

c is the drag coefficient,

p is the density of the surrounding medium (e.g. Martian atmosphere),
A is the cross-sectional area of the incoming body and

¥ is the velocity of the body relative to the atmosphere.

The drag coefficient depends on the shape of the body and varies with the speed to a certain extent. We used data
from (Carter at al., 2009) for a spherical asteroid. The dynamic pressure is, to a first approximation, equal to the drag
force divided by the cross-sectional area of the body moving through the fluid (i.e., atmosphere). Wind is neglected in
our calculations as is the planetary rotation.

Under these approximations the model can be reduced to a two-dimensional problem. Calculations are performed in
the plane of the meteorite trajectory. The cartesian coordinate system is set up with the x axis horizontal, +x pointing into
the direction of the flight. The y axis is vertical, +y pointing up. The equation of motion of the asteroid is now (Equation
5):

g

md = ma, — 3 cpAvD (5)

or, separated into the components (Equations 6 and 7):

cpA
= m ©
cpA
ay = =g =5 —vv, (7

These equations are solved numerically, with initially the asteroid being at a large distance from Mars, ending in the
collision with the surface.

3. Results

The parameter most interesting to us in this study is the remaining kinetic energy of the asteroid in the moment of
impact, as this determines how the cratering process will evolve. The ability of the Martian atmosphere to slow down the
incoming body is very small due to low density of the atmosphere. Modelling shows it is insignificant for asteroid masses
larger than about 100 kg. The maximal dynamic pressure for stony asteroids passing through a “standard” Martian
atmosphere is shown in Figures 2 to 6.
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Maximal dynamic pressure vs angle @ 10 km/s
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Figure 2: Maximal dynamic pressure as a function of angle of entry (measured from the local horizontal) for asteroids
of varying mass and initial velocity of 10 km/s

Maximal dynamic pressure vs angle @ 20 km/s
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Figure 3: Maximal dynamic pressure as a function of angle of entry (measured from the local horizontal) for asteroids
of varying mass and initial velocity of 20 km/s
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Maximal dynamic pressure vs angle @ 30 km/s
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Figure 4: Maximal dynamic pressure as a function of angle of entry (measured from the local horizontal) for asteroids
of varying mass and initial velocity of 30 km/s
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Figure 5: Maximal dynamic pressure as a function of angle of entry (measured from the local horizontal) for asteroids
of varying mass and initial velocity of 40 km/s
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Angle vs maximal dynamic pressure @ 50 km/s

25
-

g 20 — 81020 kg
@ 40960 kg
z 15 10240 kg
B — 2560 kg
2 10 e 640 kg
g 160 kg
; 5 e 40 kg

10 20 30 40 50 60 70 80 90

Angle of entry from local horizontal [deqg]
v=50 km/s

Figure 6. Maximal dynamic pressure as a function of angle of entry (measured from the local horizontal) for asteroids
of varying mass and initial velocity of 50 km/s

Maximal dynamic pressure exerted on an asteroid at a given velocity increases with the mass. Also, as initial
velocity (taken as a parameter) increases, so does the maximal dynamic pressure. If both velocity and mass are at fixed
values, maximal dynamic pressure increases with increasing angle of entry from horizontal. The graphs on Figures 2-6
allow us to judge the maximal dynamic pressure for any combination of initial parameters. Generally, we can conclude
that the maximal dynamic pressure is more influenced by the angle of entry for low mass meteorites, less for high mass
ones. The maximal dynamic pressure generally increases with the initial velocity. At low velocities (~10 km/s) maximal
dynamic pressure is spread in the range from 0.1 MPa to 1 MPa. At midrange velocities (30-40) maximal dynamic
pressure values are distributed over the interval from 2 - 15 MPa. For large velocities in 40-50 km/s range, maximal
dynamic pressure lies in 3 - 25 MPa interval.

The remaining kinetic energy in the moment of the impact is the most important factor that determines if, and how,
the cratering process will evolve. The results of the model are shown on the Figures 7 to 15. As the remaining kinetic
energy depends on three parameters, assuming a "standard" atmosphere with a constant surface pressure, different
combinations of parameters are used to produce easy-to-read two-dimensional graphical representations. Obviously, the
remaining kinetic energy grows with the mass and is roughly proportional to the square of the velocity, at least for more
massive asteroids. The incoming angle dependence is more pronounced for less massive asteroids, as atmospheric drag
influences them more than the more massive ones. Altogether, Figures 7 to 15. allow assessing the remaining kinetic
energy at impact for any combination of these parameters.
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Residual kinetic energy vs angle
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Figure 7: Dependence of residual kinetic energy on angle of entry for various asteroid masses, for initial velocity of 10
km/s.
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Figure 8: Dependence of residual kinetic energy on angle of entry for various asteroid masses, for initial velocity of 30
km/s
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Residual kinetic energy vs angle
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Figure 9: Dependence of residual kinetic energy on angle of entry for various asteroid masses, for initial velocity of 50
km/s
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Figure 10: Residual kinetic energy as a function of the asteroid mass, at fixed velocity of 10km/s
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Residual kinetic energy vs mass
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Figure 11: Residual kinetic energy as a function of the asteroid mass, at fixed velocity of 30km/s
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Figure 12. Residual kinetic energy as a function of the asteroid mass, at fixed velocity of 50km/s
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Residual kinetic energy vs mass
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Figure 13: Residual kinetic energy as a function of the asteroid mass, at fixed angle of entry of 10 deg
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Figure 14: Residual kinetic energy as a function of the asteroid mass, at fixed angle of entry of 30 deg

Rudarsko-geolosko-naftni zbornik i autori (The Mining-Geology-Petroleum Engineering Bulletin and the authors) © 2022

53



Sharma, I.; Andrei¢, Z.; Malvic, T; Barudzija, U.

Residual kinetic energy vs mass
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Figure 15: Residual kinetic energy as a function of the asteroid mass, at fixed angle of entry of 60 deg

4. Discussion

Dynamic pressure can be used to distinguish between bodies that reach the ground intact (assuming no thermal
ablation) and those that break up due to aerodynamic forces acting on the incoming body. Those reaching the ground are
considered impactors and are crater forming candidates. Incoming bodies that do break up in the atmosphere won't be
treated as potential impactors. Rather low dynamic pressures are due to the rare Martian atmosphere, so we assume that
the breakup happens mainly to bodies composed of loosely bound material. We did not treat such cases in our study.

In-flight breakup of the incoming asteroid due to forces originating from interaction with the planet's atmosphere
happens when dynamic pressure becomes larger than asteroid's critical or break-up pressure. Calculations show that for
the most part, velocity at the zero height is only slightly reduced compared to the in-flight velocity of the asteroid. This,
in turn, means that in most cases, neither terminal velocity nor the maximal dynamic pressure is reached before the impact.
Therefore, the rarity of Martian atmosphere along with presumed compactness of stony asteroids suggest relatively small
dynamic pressure to critical pressure ratio, reducing the probability of a breakup.

The results of Martian impacts are directly linked to the Martian geology and stratigraphy. It could be compared
with the Earth’s geology, where the oldest geological units, eons, are time periods characterised with the planet forming
and developing of the main structures of core, asthenosphere, and lithosphere. Most impacts on the Earth, as well as other
terrestrial planets, happened during the first eon called Hadean (4-5-4.0 Ga), when the Earth’s structure differentiated and
the Moon had formed after collision with another planet (Portegies Zwart, 2009; Kaib & Quinn, 2008; Greaves, 2005).
The Hadean had been followed by the Archean (3.9-2.5 Ga), the Proterozoic (2.4-0.55 Ga) and the Phanerozoic (0.54 Ga-
rec.). The Martian geological history is also divided into chronostratigraphic units of lower ranks — periods. They are pre-
Noachian (4.5-4.1 Ga), Noachian (4.0-3.8 Ga), Hesperian (3.7-3.0 Ga) and Amazonian (2.9 Ga-rec.), defined by studies
of impact crater density on planet surface (Tanaka, 1986; Caplinger, 2007).

All impacts on the Mars are greatly influenced by low surface gravity (38 % of the Earth’s) and surface lithology.
The planet diameter is 6790 km (half of the Earth’s) and general density is 3.9 g/cm?® (primary silicate with small metal
core). The result of impact is mostly determined with interplanetary object’s speed and the lithology of the Martian surface
(Figure 16) at the impact site.
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Generalised Geological Map of Mars
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Figure 16: Generalised Geological Map of Mars, 1:140.000.000 (Zasada, 2013)
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The size of craters, regarding surface lithology, is directly linked to the rock density on the bottom of the crater.
The magmatic rocks, especially uplifted intrusive rocks, will be more resistant impacts than sedimentary ones. Weathering
decreases the resistance to impacts and the role of Martian soil, regolith, especially one of aeolian origin and can diminish
the consequences of the impact. Generally (***), the Martian craters are shallower and smoother than the Lunar ones,
due to significantly stronger erosional and depositional geological history. However, the Martian impacts are also result
of hypervelocity impacts and are more morphologically complex when larger (***). They can be classified as: (a) simple
craters with the diameter <7 km; (b) more complex craters (>7 km), having central peak(s) and (c) extremely large multi
ring basins (>100 km) where central peak is replaced with concentric rings of hills.

5. Conclusions

Dynamic pressure was found to be insufficient to affect breakup of stony asteroids, meaning that they will reach
the surface in one piece. Rather low dynamic pressures are a natural consequence of the rarity of the Martian atmosphere.

The surface effects of Martian impacts are linked to the Martian geology and stratigraphy. Most impacts on the
Earth and other terrestrial planets happened during the Hadean (4-5-4.0 Ga), when the Earth differentiated and the Moon
had formed. The Martian geological history is also divided into chronostratigraphic units of lower ranks — periods. They
are pre-Noachian (4.5-4.1 Ga), Noachian (4.0-3.8 Ga), Hesperian (3.7-3.0 Ga) and Amazonian (2.9 Ga-rec.), based on
studies of impact crater density on planet surface.

Impacts on the Mars are shaped by low surface gravity (38 % of the Earth’s) and Martian surface lithology. The
planet diameter is half of the Earth’s and mean density is much lower, roughly 3.9 g/cm?. The final result of an impact is
determined by the impactor’s size, speed and impact angle, combined with the lithology of the Martian surface at the
impact site.

The size of craters is determined by the rock density on the bottom of the crater. The magmatic rocks, especially
uplifted intrusive rocks, will be more resistant to impacts than sedimentary ones. Martian regolith, especially one of
aeolian origin can diminish the consequences of the impact. Generally, Martian craters are shallower and smoother than
the Lunar ones, due to significantly stronger erosional and depositional geological history. However, they can be clasified
in the same way as lunar ones, namely: simple craters with the diameter smaller than about 7 km, more complex larger
craters, having central peak(s) and extremely large multi ring basins with sizes greater than about 100 km.
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Sazetak

Udari malih asteroida i nastanak Kkratera na Marsu

Istrazivane su posljedice udara malog asteroida (manje od 100 T mase) u povrsinu Marsa. Ustanovljeno je da ni
atmosfersko kocenje ni maksimalni dinamicki tlak ne utjecu bitno na padajuce tijelo. Drugim rijecima, asteroid ostaje
cjelovit sve do samog udara u tlo. Veli¢ina nastalog kratera ovisi o kinetickoj energiji asteroida i litoloskim svojstvima
marsove povrsine i plitke kore, kao 1 o kasnijoj atmosferskoj eroziji.

Kljuéne rijeci: Mars, krateri na Marsu, let meteorita
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Abstract

Presented research included testing of normal distribution of input data and creating interpolation maps of chemical
components as well as cement modules and compared the two approaches for the volume calculation of cement raw
material by geological sections and structural maps. The researched area was the exploitation field “St. Juraj — St. Kajo”
of raw material for cement production in Southern Croatia. The deposit is situated in Eocene flysch where are seven
different lithological units which had been divided technologically based on the proportions of chemical compounds.
Based on input data number (from 7 to 36) in total 144 normality tests (Kolmogorov-Smirnov and Shapiro-Wilk) were
applied for the chemical analyses (CaO, SiOz, Al2O3, Fe203, MgO, SOs, Na2O, K20, CaCOs) and cement modules (lime
saturation factor (LSF), silicate module (SM), aluminate module (AM)) in the lithological units. The interpolation had
been performed by the Kriging and Inverse Distance Weighting, mapping CaO (%), SiO2(%) and LSF (-). The
interpolation methods had been selected based on normality test passage and the amount of data. The analysed lithological
unit for volume calculation was technologically homogeneous but contains interlayers (lenses) of different characteristics
which affect the material’s quality. Using geological sections for volume calculation is based on the block volume
between two parallel vertical sections which is obtained as a product of the mean areas of adjacent sections multiplied by
the distance between them. Structural maps represent the calculation of the volume of the observed object under a function
f (x, y) defined by a double definite integral. The results of the comparison of the two mentioned approaches for the
calculation of the volume of cement raw material for exploitation showed that in this case both approaches are suitable
for future use for the purpose of planning the future exploitation of the analysed raw material.

Keywords: cement raw material; flysch; interpolatin maps; geological section; structural maps
1. Introduction

Under spatial analytical set of methods there were three research objectives: (1) statistically test the normal
distribution the chemical data (XRF analyses) of nine compounds (CaO, SiOz, Al>Os, Fe:03, MgO, SOs, NaxO, K-0,
CaCOs (%)) and three cement modules (lime saturation factor (LSF), silicate module (SM), aluminate module (AM)) in
six different lithological units using Kolmogorov—Smirnov (K-S) and Shapiro-Wilk (S-W) tests; (2) creating
interpolation mapps from collected values of CaO (%), SiO2 (%) and cement module LSF (-) by using two methods:
ordinary kriging (OK) and inverse distance weighting (IDW) in three different lithological units; (3) compared the
geological section approach for volume calculation of the analysed lithological unit versus the volume estimated as a
number of cells between two structural maps. i.e. maps interpolated at the top and bottom of the analysed lithological
unit.

The research has been done in the exploitation field “St. Juraj — St. Kajo”, owned by Cemex Hrvatska d.d., situated
near the town of Split, in the region of Middle Dalmatia, Southern Croatia (Figure 1). Total area was 215.85 ha and it is
the largest exploitation field of the raw material for cement production in Croatia. Cement production is a complex
technological process started with the exploitation of the raw material which are particular lithological units in the deposit.
In this research the Eocene flysch is dominant lithology. Dalmatian flysch can reach at outcrops of up to 700 m thickness
(Marincié, 1981). The exploitation field had been analysed according to significant lithological variation expressed as 7
different lithological units (after Pencinger et. al, 2009; Brali¢ and Malvi¢, 2021). Based on lithology, the units differ
the most in their texture and clay and limestone content.
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Figure 1: Geographic location of the exploited field “St. Juraj — St. Kajo”. (from Brali¢ and Malvié, 2021)

The mentioned lithological units were (Figure 2): (1) change between marl, sandstone with alterations of
conglomerates (2) limy (calcitic) marl; (3) calcsiltite (clayey limestone); (4) calcarenite; (5) nummulitic marl; (6) debrites
and (7) clayey marl. The units (6) are divided into the western and eastern layer while all others into the northern and
southern layer (after Pencinger et. al, 2009). Based on CaCOs (%) content lithological units were divided (after Matijaca
and Vujec, 1990): nummulitic (micro) breccia (77-80); calcarenite and calcsiltite (80-95%); marly limestone (77-80%);
limy marl (75-77%); marl and clayey marl (65-74%); marl with redeposited nummulite (highly variable CaCO3); and
alternations of marl, sandstone, and limestone (55—70%). In the exploited field the strata direction is NW—SE with a dip
towards the N-NE of around 30°—40° (Pencinger et. al, 2009).

N Geological map of exploitation field "St.Juraj - St.Kajo"

ﬁ Taken from: Pencinger, V., Crnogaj, S., Dedic¢, Z.,2008: Calculation map of
exploitation field "St.Juraj - St. Kajo" based on parameters of chemical analysis of raw
materials

GEOLOGICAL MAP LEGEND

CHANGE BETWEEN MARL, :
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B e aTions T o
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Figure 2: Geological map of the field of exploitation “St. Juraj — St. Kajo”. (from Brali¢ and Malvi¢, 2021)

To meet the requirements of quality control of cement production all described lithological units had been divided
technologically based on their chemical compounds taken from exploitation boreholes data (Figure 3). Chemical analyses
were performed at each 2-meter depth borehole interval. Technologically, four main oxides (CaO, SiO2, Al2Os, Fe203)
were used as ranking parameters e. g. the weighting ratios of mentioned oxides define three cement modules: LSF (Eq.
1), SM (Eq. 2), AM (Eq. 3) (Duda, 1985):

LSF =[Ca0O /(2.8 * SiO2 + 1.18 ALOs3 + 0.65 Fe203)] ))
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SM = SiO> / (ALOs + Fex03) 2)
AM = A0z / Fe203 3)

Based on the LSF values, lithological units were divided into three raw material types on: (1) high raw material (LSF
> 110): calcarenite, calcsiltite, nummulite marl, debrites; (2) normal raw material (LSF = 90 — 110): calcite marl,
nummulite marl, debrites; (3) low raw material (LSF < 90): marl/sandstone with conglomerate alterations, marl, clayey
marl, debrites.

Exploration borehole: B-10 |Borehole coordinates: Determined: Z. Dedié¢
Date of drilling: 14.01.2008.|X: 4824698,87 Y: 6374916,56 |Made by: Dalmacija-
Scale: 1:250 Z:126 cement d.d., CGS
MSL [Depth| Lithology Chronostatigraphic
(m) |Graphic label Description label
Change between marl, E23

sandstone with
interlayer conglomerate

Clayey marl

Marl

Figure 3: Exploitation borehole B-10. (from Brali¢ and Malvi¢, 2021)
2. Methods

The first objective in the research was statistical analyses of the chemical data (XRF analyses) of nine chemical
compounds (CaO, SiO2, Al>O3, FexOs, MgO, SOs, Na20, K20, CaCOs (%)) and three cement modules (LSF, SM, AM (-
)), collected in six different lithological units. The data were tested using Kolmogorov—Smirnov (K—S) and Shapiro-Wilk
(S—W) tests. The total number of data was n = 214, with a single set including n=4 to n=36. The a value was 0.05. The
sets with n < 30 were tested with K-S, and those with n > 30 were tested using the S—W test.

Interpolation maps were performed in three different lithological units and in all units were collected values of CaO
(%), Si02 (%) and cement module LSF (-). The mapping was carried out using two methods: ordinary kriging (OK) and
inverse distance weighting (IDW) (Table 1). The selection was based on normality tests results. If data had normal
distribution the mapping was carried out by OK and if they did not have normality, IDW was applied. The problem of
small datasets (n < 15) was nonreliable testing. Consequently, in such a case IDW was (again) applied.

Lithological unit Statistic Mapping
CaO (%) Si02 (%) LSF (-)
Data . . . .
Normality Test Interpolation Test Interpolation Test Interpolation
number
(n) test outcome method outcome method outcome method
Change between marl,
sandstone with
alternations of 36 SW Pass OK Pass OK Pass OK
conglomerates - norther
layer
1 ite - north
Calcarenite - northern 18 KS Pass OK Pass OK Pass OK
layer
Debrites - western layer 7 KS Pass IDW Pass IDW Fail IDW

Table 1. Input data, formality tests results, and interpolation methods for different units (from Brali¢ and Malvi¢,
2021)

Using geological sections for the volume calculation is based on the calculation of the block volume (V) between two
parallel geological sections (P1, P2) which is obtained as a multiplication of the mean areas (Paverage) of adjacent sections
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(P1, P2) multiplied by the distance between them (d). In case the areas between the adjacent sections differ by less than
50%, the volume of the block between these two sections is calculated according to Krklec and Zidar, 1989, i.c., Eq.4 :

V=d2* P+ P @

Where are:

V - block volume (m>)

P, P - section area (m°)

d - distance between sections (m).

In case the area between sections differs by more than 50 % the volume of the block between the two sections is
calculated according Krklec and Zidar, 1989, i.c., Eq. 5:

V =d/3 * (P1 + P2 + VP1*P2) )

The volume below some area expressed with a structural map can be calculated as the sum of finite volumes under the
function f'(x, y) defined by a double definite integral (Eq. 6):

Volume = fx"ﬂx fj;ix f (x,y)dx dy (6)

Rules for integrating a function f (x, y) between a lower limit (xmin; ymin) and an upper limit (xmax; ymax), over a
particular number of intervals, are based on numerical formulas for equally spaced lags (h) (Figure 5). As the number of
intervals increases, rules for polynomials of high order are used. The range interval range is denoted by a (xmin) and b
(xmax). Approximation of definite integral is obtained using three numerical integration formulas: extended trapezoidal
rule (Eq. 7), extended Simpson’s rule (Eq. 8) and extended Simpson’s 3/8 rule (Eq. 9):

[Yfyde =h PR+ o+ i+t fuoat 2fi] +0 (25) %
Y f@dx =h Bfi+ih+2+ L4t 2+ 2+ 20|40 () ©

Y@ de =h BAAIA+ZL+ fit fit ot fucat fust Dfuca+ Sy +2fu | +0 () ©)

Where are:

N — number of points (-)

O — error for the trapezoidal rule (-)
a — (Xmin)

b- (Xmax)A

The final volume of the observed object was reported as the average of the three values (Golden Software, Inc..
Surfer 8 User's Guide).

3. Results

In the research 144 normality tests were performed, 132 K-S and 12 S—W tests, of these 71% of tests passed. The
lowest pass level is calculated for the oxides SOs3 (58%) and K20 (33%) and the cement modules SM (42%) and AM
(50%) while the highest pass is attributed to the oxides Al2O3, Fe203, and MgO (92%). If lithological units are considered,
the lowest pass can be observed in the marl from the northern layer (25%) and the highest in debrites, from both the
western and eastern layers (92%).

The total of 9 interpolation maps were created. The lithological unit — change between marl, sandstone with alterations
of conglomerates, in its northern layer, was interpolated by OK, for variables CaO (%), SiO2 (%), and LSF (-). The layer
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width was 200-300 m with 35 data. The experimental variogram was calculated using the nugget C = 0, sills CaO = 3,
SiO2 =5, LSF = 145, range a = 240 m, total calculation distance h = 1033 m, number of classes 15, and tolerance 45°.
The approximation was carried out using the exponential model. Variograms defined searching ellipsoid with axes 240 x
50 m, directions -15° and 105°, and anisotropy factor 4.8. The maps of CaO (%), SiO2 (%), and LSF (-) for the lithological
unit change between marl, sandstone with alterations of conglomerates in the northern layer are shown in Figures 4—6.

Change between marl, sandstone with alternations of conglomerates - Northern layer - CaO (%)

Cao (%)

4824000 \

4823500 I

.
/ h | 43

\/ — k . L
N a1

4823000 \ _— - 39
S //// 37

N
T T T T T T 35
495500 496000 496500 497000 497500 498000 498500

0 500 1000 1500 2000
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Figure 4: CaO (%) distribution in the lithological unit change between marl, sandstone with alterations of
conglomerates, northern layer (boreholes are black dots). (from Brali¢ and Malvi¢, 2021)

Change between marl, sandstone with alternations of conglomerates - Northern layer - SiO, (%)

! \ \ \ | Si0, (%)

4824000
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Figure 5: SiO2 (%) distribution in the lithological unit change between marl, sandstone with alterations of
conglomerates, northern layer (boreholes are black dots). (from Brali¢ and Malvi¢, 2021)
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Change between marl, sandstone with alternations of conglomerates - Northern layer - LSF (-)
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Figure 6: LSF (-) distribution in the lithological unit change between marl, sandstone with alterations of
conglomerates, northern layer (boreholes are black dots). (from Brali¢ and Malvi¢, 2021)

The three maps in the lithological unit calcarenite, in the northern layer, showed values of CaO (%), SiO2 (%), and
LSF (-). The layer width was 50—-150 m with 18 data. All were interpolated by OK, using the nugget Co = 0, sill C(CaO)
=1, C(Si02) = 1, C(LSF) = 15,000, range a = 320 m, total calculation distance h = 1033 m, number of classes 17, and
tolerance 45°. The experimental variogram was approximated with the exponential model. The searching ellipsoid had
axes of 320 x 50 m with strikes -15° and 105° and an anisotropy factor 6.4.

The last three maps were interpolated for the lithological unit debrites, in the western layer. The layer width was 30—
200 m with 7 data. Interpolation for CaO (%), SiO2 (%) and LSF (-) was carried out using IDW. Power exponent was 2,
searching circle 335 m, and anisotropy = 1 (no anisotropy). The volume calculation procedure using the geological section
for the lithological unit is shown in steps:

1. Prepare geological sections (example 5-5” and 19-19’ at Figure 1)

2. Determine the area (m?) of the lithological unit as well as for interlayers from each geological section (P) on each
geological section;

. Determine the distance between the main and auxiliary sections (d) from the geological map (Figure 1);

. Calculate the volume of the lithological unit (Vunit) according to Equations (4) and (5);

. Calculate the volume of interlayers (Vinterlayers) according to Equations (4) and (5);

. For each geological section where it is necessary subtract the value calculated in step 5 from the value calculated in
step 4.

Steps in the procedure for the volume calculation by structural maps:

1. Prepare data from 35 exploration boreholes (Pencinger et. al, 2009) from which are determined coordinates (X, y, z)

of the lithological unit top and bottom, as well as of interlayers (Figure 3);

2. Interpolated top and bottom structural maps using the OK with the following values (Figure 7):
2a. The experimental variogram for the top surface was calculated using the nugget C = 0, sills 400, range a = 240 m,
total calculation distance h = 1033 m, number of classes 15, and tolerance 45°. Variogram defined searching ellipsoid

with main axis 1550 m and anisotropy factor 2
2b. The experimental variogram for the bottom surface was calculated using the nugget C = 0, sills 520, range a = 240 m,

total calculation distance h = 1033 m, number of classes 15, and tolerance 45°. Variogram defined searching ellipsoid

with main axis 1550 m and anisotropy factor 4
3. Interpolate top and bottom for interlayers using (due to a low number of data) IDW. Power exponent was 2, searching

circle 335 m, and anisotropy = 1
4. Calculate the volume of the lithological unit using top and bottom structural maps of the lithological unit and its

interlayers.

AN AW
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5. Process the volumes with the Equations 7, 8 and 9;
6. Calculated averages for Equations 7, 8 and 9;
7. Subtract the volumes of interlayers from the volume of the lithological unit.

Top structural map
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Figure 7: Top and bottom interpolation maps of the lithological unit change between marl, sandstone with alterations of
conglomerates

The existing network of 35 properly distributed exploitation boreholes, by the geological situation, in the analysed
lithological unit with both approaches, by geological sections and by structural maps, gave satisfactory results and an
acceptable difference of 15 %.

The calculation of the volume of very small areas, such as the example of interlayers is extremely unreliable using the
structural map due to the small number of input data. The differences in the input data are very small so their structural
is hard clearly display on the same scale as values of the main units. The volume of interlayers, based on structural maps,
was almost twice bigger than the same values obtained by the geological sections approach.

5. Conclusions

In this research three objectives were presented: (1) the normal distribution tests for the chemical data of nine
compounds (CaO, SiO2, Al2O3, Fe203, MgO, SOs, Na20, K20, CaCOs (%)) and three cement modules (lime saturation
factor (LSF), silicate module (SM), aluminate module (AM)) in six different lithological units using Kolmogorov—
Smirnov (K—S) and Shapiro—Wilk (S—W) tests; (2) creating interpolation mapps from CaO (%), SiOz (%) and LSF (-) by
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two methods: ordinary kriging (OK) and inverse distance weighting (IDW) in three different lithological units; (3)
compared the geological section approach for volume calculation of the one analysed lithological unit versus the volume
estimated as a number of cells between two structural maps.

The research area was the exploitation field for cement raw material “St. Juraj — St. Kajo” situated in the region of
Middle Dalmatia, Southern Croatia. The exploitation of the cement raw material which are particular lithological units in
the deposit represents the beginning of the cement production. The exploitation field is part of Eocene flysch and based
on lithology had been divided on 7 different lithological units, which differ the most in their texture and clay and limestone
content and consequently in CaCOs content. All lithological units were divided into the northern and southern layer except
the lithological unit debrites divided into the western and eastern layer. Lithological units had been divided
technologically based on their chemical compounds, e. g. chemical analyses at each 2-meter depth exploitation borehole
interval. Technologically, the weighting ratios of four main oxides (CaO, SiO2, Al2Os, Fe20s) define three cement
modules: LSF, SM and AM.

Chemical analyses of oxides and cement modules of all seven lithological units gave the 144 datasets which were
analysed with formal normality tests, namely the Kolmogorov—Smirnov and Shapiro—Wilk tests. In total, 71% of datasets
(n from 7 to 35) showed normal distribution.

Three lithological units were interpolated for distribution of CaO, SiO2 (%) and LSF (-). The first one, lithological unit
change between marl, sandstone with alterations of conglomerates (with a layer width of 200-300 m and 35 data) showed
that CaO and LSF values slightly decreased toward the south, but values of SiO2 varied by 18-20%. The second one, the
lithological unit calcarenite (with a layer width of 50-150 m and 18 data) showed that CaO concentrations were slight,
but SiO2 was highly variable throughout the unit. However, the LSF values were gradual, but very variable which is
crucial information for quality control. The last unit, the lithological unit debrites was the most irregular (with a width of
30-200 m and 7 datapoints), with the largest variations of all three variables.

In the lithological unit that covered the largest area in the field, change between marl and sandstone with alternations
of conglomerate, two approaches for calculating its volume were applied; geological sections and structural maps.
Although technologically it is a homogeneous unit locally contains interlayers or lenses of different lithological and thus
technological characteristics. Importance of the present interlayers is that uniform material quality should not be expected
at that location. The volume of interlayers was subtracted from the volume of the lithological unit in both approaches.
The difference between calculated volumes obtained by the two presented approaches was 15 % which is acceptable in
this case. With more depth data and more geological sections, the differences between these two approaches will be less.
For this reason, in the case of a very small amount of input data, as is the case with the calculation of interlayers, the
method of structural maps is unreliable. The obtained difference between approaches is deviation of structural map
approach in comparison to traditionally used geological section approach. What makes the difference is the customer's
need for precision. Drawing of geological sections still ranks very high among researchers even though anyone who has
encountered it knows how exhaustive and time-consuming it is. But with a better understanding of the methods
implemented in computer programs, one gains confidence in their reliability and one should not hesitate to use them.

The statistical results in this research are the most extensive statistical and mapping analysis of an exploited cement
raw material in the research area in the last decade. It was possible to estimate chemical compounds and cement modules
in any part of the field for the analysed lithological units. This is important because the final raw material, which is main
input material for technological process of cement production, is obtained by mixing different raw materials exploited as
different lithological units. With more detailed monitoring and knowledge of the adequate mixture, the production
requirements set by the quality control are better met. One of the ways of monitoring is certainly the calculation of the
amount of cement raw material for exploitation, which is very important for future use for the purpose of planning the
future exploitation of the analysed raw material.
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Sazetak

Prostorno analiticki skup metoda primijenjenih u leZiStu mineralne sirovine za proizvodnju
cementa, studija sluc¢aja eksploatacijsko polje ,,Sv. Juraj — Sv. Kajo*

Istrazivanje je ukljucivalo ispitivanje normalne razdiobe ulaznih podataka i interpolacijskih karata kemijskih
komponenti kao i cementnih modula te usporedbu dvaju pristupa za proracun volumena mineralne sirovine za proizvodnju
cementa prema geoloskim presjecima i strukturnim kartama. Podrucje istrazivanja bilo je eksploatacijsko polje mineralne
sirovine za proizvodnju cementa “Sv. Juraj — Sv. Kajo” u Juznoj Hrvatskoj. LeZiste se nalazi u eocenskom fliSu u kojem
se razlikuje sedam razlicitih litoloskih jedinica koje su tehnoloski podijeljene na temelju omjera kemijskih komponenti.
Na temelju broja ulaznih podataka (od 7 do 36) primijenjena su ukupno 144 testa normalnosti (Kolmogorov-Smirnov i
Shapiro-Wilk) na podatcima kemijskih komponenti (CaO, SiO2, Al2Os, Fe:03, MgO, SOs3, Na2O, K>O, CaCOs) i
cementnih modula (SZ, SM, AM) u litoloskim jedinicama. Interpolacija je provedena krigiranjem i metodom inverzne
udaljenosti za kartiranje vrijednosti CaO (%), Si02(%) i SZ (-). Metode interpolacije odabrane su na temelju prolaska na
testu normalnosti i broja podataka. Promatrana jedinica za proracun volumena bila je tehnoloski homogena, ali sadrzi
meduslojeve (le¢e) razlicitih karakteristika $to utjee na kvalitetu materijala. Koristenje geoloskih presjeka za izracun
volumena temelji se na volumenu bloka izmedu dvaju paralelnih vertikalnih presjeka koji se dobiva kao umnozak srednjih
povrsina susjednih presjeka pomnozenih s razmakom izmedu njih. Strukturne karte predstavljaju proracun volumena
promatranog objekta pod funkcijom f (x, y) definiranom dvostrukim odredenim integralom. Rezultati ovog istraZivanja
predstavljaju pouzdane buduce prognoze za eksploataciju mineralne sirovine.

Kljuéne rije¢i: mineralna sirovina za proizvodnju cementa; fli§; interpolacijske karte, metoda geoloskih presjeka;
strukturne karte
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Abstract

The article is about the extraction of the helium-3 isotope from lunar deposits. The authors presented information
about the presence of helium-3 deposits on the Moon, as well as the mechanism of their formation. The role of ilmenite
in helium storage is presented. The use of helium-3 in fusion power and the reasons why it is considered a raw material
of the future was also discussed.

Keywords: helium-3; fusion; ilmenite; moon; space mining
1. Introduction

The world is facing with huge climate crisis. The data of scientists (climate.nasa.gov) are highly disturbing and
indicate a disturbance in the energy balance of our planet. There are high hopes for the development of revenable
sources of energy and this is undoubtedly the right path, but it will not solve all of energy problems. Moreover, the daily
production from these sources may fluctuate by up to 90%. The solution would be electricity storage. So far, mankind
has not invented methods of cheap electricity storage on an industrial scale - the current solutions are still too
expensive. Moreover, the weather conditions in February 2021 in Germany and in Texas showed that the supply chain
of electricity from renewable sources of energy (solar and wind farms) could collapse.

If we really want to build green networks based on renewable sources of energy (in order to minimize the carbon
footprint), we must make a quick breakthrough in electricity storage or supplement the energy mix with additional
sources of electricity that will stabilize the power grid in times of decline in energy production. Nuclear energy can be
such a stabilizer. This is one of the reasons why the Polish Government plans to build several nuclear power plants in
Poland.

However, to meet the future needs of all mankind, whose energy needs are doubling every 25 years, and to prevent a
climate catastrophe, we need to master fusion energy. For decades, research has been conducted in the world on
controlled thermonuclear fusion. After all, in recent years there has been a major breakthrough, especially in materials
and high temperature superconductor. The most famous project is ITER. It is an important international research
project, but the price is estimated at $ 20 billion (ScienceMag.Org). Start-up's and companies such as Chevron,
Microsoft, Amazon (Jeff Bezos), and Eni are working at this problem. They invest in fusion energy. General Fusion can
be an example of a startup working on fusion. The company has signed a contract with the British Government and it is
planned to open a pilot commercial (General Fusion Webpage) industrial plant by 2025. There are more examples of
such companies. There is Helion Energy (Helion Energy Website) and there is also small American start-up MIFTI
(Bloomberg).

The first fusion reactors will probably use first generation fusion fuels, which will follow the reaction (Harms et al.
2000) described in Equation 1. This is the fusion reaction requiring the lowest ignition temperature. Unfortunately,
tritium is difficult to produce and the price is much more higher than even the ultra-rare isotope helium-3 (*He) on
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Earth. The half-life of tritium is 12.33 years, which means that this energy resource cannot be stored in the long term.
Second generation fuels will follow the reaction of Equation 2 and Equation 3.

H+ 3H > n+ *He + Energy (17.6 MeV) (D)
’H+ *H — (50%) - n+ 3He + Energy (3.3 MeV) )
H+ *H — (50%) —» 'H + 3H + Energy (4 MeV) 3)
Where are:

n — neutron,

'H —  hydrogen (hydrogen isotope, proton),
’H —  deuter (hydrogen isotope),
SH —  tritium (hydrogen isotope),
SHe —  helium-3 (helium isotope),
‘He —  helium-4 (helium isotope),

The disadvantage of the first- and second-generation fuels is the production of neutrons. In classical nuclear energy
using the nuclear fission reaction, the produced neutrons cause gradual degradation of the materials they react with (e.g.
shielding materials). In the case of thermonuclear reactions, the neutron flux will be much higher, which will result in
rapid degradation of the reactor shell materials and the need for repairs every few years. It will raise the cost of
electricity production. Additionally, the neutrons reacting with the shielding material will induce secondary nuclear
reactions, resulting in a trace of radioactivity. Therefore, it will not be a 100% ecological source of energy that
humanity dreams of.

The solution to the described problem are third-generation fuels in which the reaction takes place according to the
patterns (6) described in Equation 4 and Equation 5. In both of these reactions, the fuel component is helium-3 (*He).
In such reactions, energy can be produced directly without the need for gas turbines and a thermodynamic medium
circulation system, which increases the efficiency of the entire system. Fusion reactors based on He-3 as fuel can be
small, compact and will be competitive with classical nuclear energy.

H+ 3He » 'H+ *He + Energy (18.4 MeV) 4)
*He + *He » 'H + 'H + *He + Energy (12.9 MeV) 5)

The first fusion reactors will not use third-generation fuels based on helium-3. The first reason is the ignition
temperature, which is higher than that of the first generation fuels - a thermonuclear reaction is more difficult to obtain.
The second reason is that helium-3 is an ultra-rare isotope on Earth.

The helium-3 isotope, however, is more abundant on the moon. There are other aneutronic fusion reactions that do
not require the use of helium-3, as described in Equation 6, which uses the boron-11 isotope common on Earth.
However, the ignition temperature for such a reaction is higher than for all of the aforementioned thermonuclear
reactions, and obtaining such a reaction is a much higher technological challenge. However, there is a start-up called
Marvel Fusion (Marvel Fusion Website) that claims to have discovered a quantum phenomenon that is independent of
temperature and can be used to build fusion reactors based on this reaction.

'H+ "B - 3 *He + Energy (8.7 MeV) (6)
For these reasons, helium-3 will be probably a highly sought-after resource in the future. It is also needed in other
industries (e.g., neutron detectors for the detection of radioactive substances at airports, border crossing points, etc.;

medical imaging; cooling of quantum computers). There is already a shortage of this raw material on the market, and its
price is 16.6 M$/kg.
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2. Helium-3 on the Moon

Helium is an element that occurs on Earth in small amounts, and its isotope helium-3 is an ultra-rare resource. Global
production of He-3 comes mainly from the decay of tritium used in fusion weapons. The demand for this raw material
increased significantly after the attacks of September 11, 2001 - it is used in the production of detectors detecting
smuggling of radioactive materials.

There are studies showing that (Niechcial et al., 2020) volcanoes can emit helium-containing gases with a *He
content of between 14 and 30 ppm (parts per million). A similar concentration of the helium-3 isotope can be found in
young basalt rocks. However, these are not large deposits and are difficult to exploit. The *He isotope is also present in
the Earth's atmosphere. At sea level, its concentration is 7.27 + 0.20 parts per trillion volumes. In the 1940s and 1950s,
research was conducted on the possibility of recovering *He from the Earth’s atmosphere. They proved that this is an
economically unprofitable process. Helium-3 can also (Niechcial et al., 2020) be obtained from natural gas containing
natural helium. World helium production in 2014 from natural gas was 20,000 tons per year, which with an average *He
concentration of 0.2 ppm would give about 2 kg of *He per year. In turn, the global production of helium-3 from the
decay of tritium (an isotope of hydrogen) amounts to about 20 kg.

If not on Earth, then perhaps helium-3 should be searched for in space. The Moon is a promising place because of
physical conditions. For billions of years, the sun has been sending the so-called solar wind, which is composed of
electrically charged particles. It also includes helium atomic nuclei (both of the “He isotope and the *He isotope). The
3He/*He ratio is about 1: 10,000. The Earth has a magnetic field that deflects the solar wind and an atmosphere that
additionally protects the Earth's surface from the solar wind. The situation is different for the Moon, which has a
residual magnetic field and no atmosphere. Solar wind particles reach the surface of the Moon and are absorbed by the
minerals that occur there, including regolith.

The mechanism of the formation of helium deposits on the Moon is described in publication (O’Reilly, 2016),
although the actual mechanism is more complex. In item (Niechcial et al., 2020), the concentration of helium-3 in
selected places on the Moon is presented, the average value of which is 20 ppb/m2 (particles per billion per square
meter). With such a concentration, it is necessary to process 150 tons of regolith to obtain 1 gram of the helium-3
isotope. It is technically feasible, although ineffective and one should look for places with a higher concentration. The
economy of the process is improved by the fact that by processing such large amounts of regolith, other substances are
obtained in large amounts. An example of a device that was designed to obtain helium-3 from lunar regolith processing
is the Mark IV device concept (Olson 2013).

Scientists believe there may be regions with higher helium-3 concentrations on the Moon. The results of the Change-
1 probe show that (Fa and Jin 2010; Lunar Networks) there are regions on the Moon with a concentration of *He of
80 ppb / m? and more. In turn, work (O’Reilly 2016) presents the relationship between helium (including the helium-3
isotope) and ilmenite. Due to its crystal structure, this mineral binds helium up to 100 times better than ordinary lunar
regolith.

During a day on the Moon, its surface heats up to 120 degrees Celsius in equatorial regions. At this temperature, the
regolith gives off part of the accumulated helium. Ilmenite, due to its crystal structure, binds helium more tightly and
gives it back less. Therefore, it can be expected that higher helium-3 concentrations will occur in areas close to the
poles. Helium (including helium-3) in concentrations profitable for exploitation should be expected on the Moon mainly
in places where ilmenite is present. Song et al. (2021) present simulations of the thermal extraction of helium-3 from
the lunar ilmenite. It is one of the first works of this type in the literature.

How much helium-3 is on the Moon? There are many estimates depending on the model adopted. In order to be able
to answer this question precisely, in-situ research is needed. All other methods are just an estimate. What is certain is
that the solar wind continues to deposit helium on the Moon's surfaces. This is the reason why some researchers refer to
helium-3 deposits on the Moon as a renewable resource. When estimating resources, models of the changes in the
Moon's magnetic field over time, and more specifically when the Moon's magnetic field have disappeared, are
important. The latest research (science.org) indicates that it could have been much earlier than previously thought. This
shows how little we know about the Moon's evolution, and how accurately estimating the Moon's helium-3 deposits
without in-situ research can be highly biased.

3. Ilmenite

Chemical formulation - FeTiOs. Theoretically, it contains 52,56% TiO2 and 47,34% FeO. It can contain up to 14% of

Mn. When roasted, it becomes magnetic. It is resistant to the HCI. A component of igneous rocks (gabbro, diabase, etc.)

in which it accompanies magnetite or titanomagnetite. It occurs in significant amounts in some syenite pegmatites.
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Resistant to weathering, it passes into the sands, sometimes creating concentrations containing up to 60% ilmenite
(ilmenite sands) (Bolewski, 1982).

Deposits of ilmenite sands are mined off the coast of Kerala (India), Ceylon, Florida (USA), Brazil, Russia and other
countries. [lmenite crystals were found in the Ilmenite Mountains in the Ural Mountains (Russia) (Bolewski, 1982). In
Poland, ilmenite occurs in alkaline and neutral igneous rocks near Nowa Ruda in Lower Silesia. It occurs in the
pegmatites of Lomnica and Szklarska Porgba near Jelenia Gora. It was found in the gold-bearing sands near Zlotoryja,
in the sands of Dunajec near the Cerveny Klastor in Pieniny Mountains (Slovakia) (Bolewski, 1982).

4. Project X-GOMOONO00

In order to develop an effective technology for the extraction of helium-3 from ilmenite, firstly it is necessary to test
the ability of this mineral to absorb and release helium (which also includes the helium-3 isotope). It is also necessary to
investigate the conditions under which these processes take place and what are the optimal conditions. The specificity
of the lunar environment should be taken into account here, as well as the technological limitations of the devices used
on the lunar surface. Such research is already carried out by several teams around the world, including computer
simulations. However, it is still an innovative research area.

Student of Space Mining Assciation “COSMODRILL” at the Faculty of Drilling, Oil and Gas of the AGH in
cooperation with Solar System Resources Corporation Sp. z 0. 0. has obtained a grant to conduct the research. The
project "X-GOMOONOO: Lunar ilmenite, a raw material of the future" is a response to contemporary civilization
challenges related to searching for new energy resources in space, building industrial space infrastructure. The project
will be implemented in cooperation with the industrial partner Solar System Resources Corporation Sp. z 0. o. - a Polish
spin-off from AGH dealing with space mining and energy transformation. If the results are industrially useful, the
results will be commercialized by Solar System Resources Corporation Sp. z o. 0. The project aims to:

1) study the properties of ilmenite as a material that is a valuable reservoir of the helium-3 isotope on the Moon
2) investigating the possibility of recovering helium-3 from ilmenite in lunar conditions,

3) investigating the possibility of recovering titanium and iron from ilmenite in lunar conditions,

4) investigating the possibility of recovering oxygen from ilmenite under Moon conditions.

5. Methods

The research will be carried out on Earth's ilmenite, which has a chemical composition comparable to that found on
the Moon. The helium-3 isotope will not be used for research, as there is very little of it on Earth and it is extremely
expensive at 16.6 M § / kg. Natural helium will be used for this purpose. It is a mixture of helium-4 (the dominant
isotope) and helium-3 (the trace isotope). This corresponds to the conditions on the Moon - ilmenite captures helium
atoms from the solar wind, i.e. both helium-4 (dominant isotope) and helium-3 (trace isotope). The *He / “He ratio in the
solar system is about 1: 10,000. It is not a constant isotopic ratio in the universe and it may differ in other planetary
systems. The extraction of helium-3 from ilmenite (or even regolith) is thus actually extraction of natural helium
followed by isotope separation. The project will use the laboratory infrastructure and equipment available at the Faculty
of Drilling, Oil and Gas of the University of Science and Technology (AGH) and cooperating units (laboratories) of
AGH.

Ilmenite samples will be subjected to thermal (annealing), physico-chemical processes (helium injection under
pressure, recovery of helium from an annealed sample, reduction of oxides) depending on the purpose (among the
above-mentioned objectives 1 - 4) of a specific study. Before each test, the sample will be prepared, weighed, examined
under a microscope and examined in terms of chemical composition with specialized devices. An important element of
sample preparation will also be the removal of moisture and its degassing to obtain conditions as close to space
conditions as possible. The level of helium uptake and subsequent recovery will be measured using ultra-sensitive
scales. Since, it is so important that the subsequent samples of the material are as pure ilmenite as possible, have a
similar composition, and are not rocks (or powder) containing a large admixture of other minerals, which would reduce
the accuracy of the analyses and make it impossible to compare them.

6. Conclusions

Humanity faces a historic climate and energy challenge. If it is resolved (or not), it will decide whether the next
generations will experience a prosperous future and progressive enrichment, or a stagnation and a less optimistic future.
The pressure of environmental groups will increase and the society is becoming more and more aware of the negative
effects of climate change. The prices of high-carbon solutions will be more and more burdensome for societies, forcing
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the acceleration of the energy transformation. The war in Ukraine will also force the search for alternative energy
solutions to increase security. On the other hand, enormous technological progress is taking place in the energy,
electromobility and space industries. All these factors mean that revolutionary changes in the energy sector should be
expected in the near future. Many projects and initiatives that were previously not possible due to technological,
economic and geopolitical reasons will receive the green light. Perhaps energy based on fusion reactors using helium-3
from lunar deposits may become a fact, and lunar ilmenite saturated with helium may become the strategic raw material
of tomorrow.
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SazZetak
Ilmenit, sirovina buduénosti

Clanak opisuje ekstrakciju izotopa helija-3 na Mjesecu. Dani su podatci o postojanju leZidta toga izotopa na
Mjesecu, njegovu postanku, ali i ulozi ilmenita kao mineralu u kojem je oCuvan taj izotop. Uporaba helija-3 se ocekuje
kod fuzijskih reaktora, Sto ga svrstava u vrlo vazne sirovine budu¢nosti.

Kljuéne rijeci: helij-3; fuzija; ilmenit; Mjesec; rudarenje u svemiru
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Abstract

Coal may be the most complex geological material that is commonly enriched in sulphur (S) and selenium (Se).
Coal combustion and related industries release the two elements into the environment. Considering the fact that both
elements can have beneficial as well as detrimental effects on living systems, the knowledge of their fate in the
ecosphere should be a matter of the utmost importance. Croatian superhigh-organic-sulphur (SHOS) Rasa coal (Rasa
Bay, Croatia) is highly enriched in S and Se, the levels of which are usually as high as 9-11%, and 50 mg/kg,
respectively. Several point sources of the two elements contaminate the Rasa study area. The aim of this study was to
explore depth profiles of S and Se by collecting seven sediment cores (down to 30-50 cm) from the Rasa Bay, and by
determining their levels with sulphur carbon analyser and ICP-MS, respectively. Data analysis showed that the both
elements were elevated in two sediment cores located closest to a former Rasa coal separation and washing facility,
which was a source of wastewater disposed of directly in the bay during the period 1930s-1960s. Minimum to
maximum S and Se levels in sediments were 0.22-2.6%, and 0.11-12 mg/kg, respectively. In the most contaminated
sediment core the correlation S-Se was 0.87 (p = 3.3E-05). Differences among sites were statistically significant for
both elements. This paper shows how to analyse environmental data by using nonparametric methods. Also, this paper
should increase the public awareness of the marine Rasa Bay environmental status.

Keywords: Rasa coal; sulphur; selenium; sediment cores; nonparametric data analysis

1. Introduction

Coal may be the most complex geological material that is commonly enriched in sulphur (S) and selenium (Se),
chemically similar elements that play vital roles in living systems (Tang et al., 2021). The largest percentage of global
electricity production is accounted for by coal with as much as 40%, which is more than any other raw material. Due to
its abundance and affordable costs, coal remains the key and most reliable source of electricity, mostly in China and
India, but also in South Africa, some European countries (Poland, Greece, Serbia, Bosnia and Herzegovina, Croatia and
Romania), some US states, Australia, and Indonesia. From an environmental point of view, it represents the most
dangerous source of energy. Thanks to its complex composition (Dai et al., 2021), coal combustion commonly results
in airborne fly ash which is partly synonymous for particulate matter, then gases SO2, NOx, and CO>, and hazardous
trace elements, Hg, As, Cr, Ni, V, Se, Cd, etc. (Saikia et al., 2018). Their environmental fate is a matter of great
concern with respect to human health (Rajak et al., 2020). Their adverse effects on humans and animals largely result
from drinking contaminated water, and consuming crops grown on contaminated soil (Habib and Khan, 2021). Due to
a variety of their sources and the steady input in the environment, there are still several knowledge gaps concerning
their spatial distribution (Espitia-Pérez et al., 2018).

Croatian superhigh-organic-sulphur (SHOS) Rasa coal (Rasa Bay, Croatia) is highly enriched in S (especially
organic form) and Se, the levels of which are usually as high as 9-11%, and 50 mg/kg, respectively. It was mined on the
Istrian Peninsula (NW Croatia; Fig. 1) for nearly 400 years up to 1999 (Meduni¢ et al., 2016). Similar coal can be
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found in China. Dai et al. (2020) point out how understanding organic, mineral, and intimate organic associations of
elements is important not only because non-mineral elements and, to a lesser extent, elements associated with fine-
grained minerals, play a significant role in affecting the utilization of coal, but also such modes of occurrence of
elements provide useful geochemical information on coal formation and coal-bearing basin evolution. Regarding this
study, the sampling locality belongs to coastal karst of the northern Adriatic Sea. There, Rasa coal has been
continuously leached by groundwater (mix of freshwater and seawater) for decades. Also, abandoned Rasa coal and ash
waste dumps and coal mine drainage pose hazard for karstic coastal ecosystem (Meduni¢ et al., 2020b). Namely, Se is
essential to human health in trace amounts but is harmful in excess (Prakash et al., 2010). According to research,
possible harmful effects of long-term, low-level exposure to selenium should be studied. Selenium deficiency, which is
more common, is regarded as a major health problem for 0.5 to 1 billion people worldwide. Even more of them are
consuming less Se than required for optimal protection against cancer, cardiovascular diseases, and severe viral
infections. Its semiconducting properties make it of special value for industry. Selenium is a rare element on the planet,
it is a non-renewable resource due to its non-efficient and difficult recycling, and there are no ores which could be
mined for Se. Herewith, the world's scarce Se resources need to be managed carefully, monitored, and stockpiled for
use by future generations (Haug et al., 2007).

The main objectives of this paper were as follows: 1/ to demonstrate how to analyse sparse environmental data on S
and Se by using nonparametric methods, and 2/ to interpret data on sedimentary S and Se in the context of impact of
Rasa coal on its surroundings at the Rasa Bay area. Its purpose is to increase the public awareness of the marine Rasa
Bay environmental status.

Rasa Bay

b)

1

Figure 1: Map of the study area: a) the circle in blue marks the position of Istrian Peninsula, and the black dot marks the
position of a Rasa study locality; b) sediment core locations (RS1-RS7) with respect to the RCSW (former Rasa coal
separation and washing facility).

2. Methods

Comprehensive geological and hydrogeological characteristics of the study area are provided in Meduni¢ et al.
(2020a, b) and Fiket et al. (2021). Briefly, the karstic hydrogeological units are situated close to the Adriatic Sea
coastline. The Liburnian Rasa coal deposits are overlain and underlain by highly permeable carbonates, and chemically
mixed groundwater is circulating through the system. The groundwater contamination derived from abandoned Rasa
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coal deposits as well as coal waste dumps is of a major concern due to seawater and freshwater mixing as well as the
lack of a natural filtration system in the karst.

2.1. Sampling of bottom sediments

Sediment core samples were retrieved in November 2020, by means of a boat B Light Dufour 525 Grand Large
(private ownership of Dr. Ivica Orli¢), shown on Figure 2. A part of the Rasa Bay along the mouth of the Rasa River is
a naturally very shallow area, up to 15 m deep. The eastern side of the bay is artificially deepened for the needs of a
local Brsica port, and other activities such as mussel farming. The sampling locations were selected at a depth of 3 to 5
m, due to the dimensions of the sampler which was pushed into the sediment by a long metal pipe (mounted on the pipe
shown on Figure 3), until the depth of the core was 50 to 80 cm long.

\

|
(l

A

e ———— 3 —

Figure 2: The vessel which was used for the sampling campaign carried out in November 2020.

For the sampling work, we used a hand core sampler, designed and constructed by Dr. Ivica Orli¢. Its main
elements were as follows (Figure 3): a plastic pipe with a diameter of 70 mm, and a one-way valve that prevents the
loss of sediment when retrieving the pipe from the sea bottom. All sediment cores were divided into several
subsamples. The upper 10-cm portion was sliced into 1-cm subsamples, and the rest of the material was sliced into 5-10
cm subsamples.
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Figure 3: A hand core sampler (a) with one way valve (b) showing retrieved sediment (c).
2.2. Geochemical analysis of S and Se

Sediment core samples were analysed in the China University of Mining and Technology (Beijing). Sulphur
was analysed by Sulphur carbon analyser (SC832 Series, LECO, USA), according to the Standard Test Methods for
Sulphur in the Analysis Sample of Coal and Coke Using High Temperature Tube Furnace Combustion Methods: ASTM
D4239 Sulphur (Method A). Inductively coupled plasma mass spectrometry (X series II ICP-MS, Thermo Fisher
Scientific, Waltham, MA, USA) was used to determine Se concentrations. Prior to ICP-MS analysis, samples were
digested using an UltraClave Microwave High Pressure Reactor (Milestone) (after Dai et al., 2011). Collision cell
technology (CCT) was used to avoid disturbance of polyatomic ions (Li et al., 2014). Multi-element standards
(Inorganic Ventures: CCS-1, CCS-4, CCS-5, and CCS-6; Chinese standard reference GBW07381 and GBW(07980)
were used for calibration.

2.3. Data analysis

Data analysis was conducted with the free PAST software (Hammer et al., 2001). It included calculations of basic
statistical parameters, Shapiro Wilk test (variable distributions; level of significance was 0.10), and nonparametric
Kendall’s tau correlation coefficients, and Kruskal-Wallis test (level of significance was 0.05). Prior to the testing of
null hypotheses (i.e. there is no difference among groups, and there are no relations among variables in the groups), we
first checked variable distributions. This is a very important step in data analysis as parametric methods are commonly
not suitable for environmental data (Reimann and Filzmoser, 2000) due to either a low number of samples or skewed
(asymmetric) variable distributions. Parametric methods are based on mean and SD, but they can be severely inflated by
only a few outliers (unusually high variable values); hence, nonparametric methods, based on Qso, which is resistant to
outliers, is recommended (Helsel et al., 2020). We chose the nonparametric methods because the two variables were not
symmetrically distributed.

3. Results and discussion

Basic statistical parameters of sediment core S and Se are shown in Tables 1 and 2, respectively. Clearly, S is
increased in the core RS5 which is closest to the former RaSa coal separation and washing facility, RCSW (Fig. 1).
During the period 1930s-1960s, huge quantities of wastewater were dumped directly into the bay (Medunié et al.,
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2020b), and Rasa coal particles ended up in the local estuarine sediment brought up by the Rasa River. With time, the
deposit has got perched above seawater level, and its surface has become covered in wild grasses and other vegetation.
Similarly, maximum Se value was found in the core RS5. These results are in line with the fact that RaSa coal is
enriched in S (Meduni¢ et al., 2018) and Se (Meduni¢ et al., 2018, 2020a). Hence, the two fingerprint elements,
elevated in the bottom RaSa Bay sediment, are indicative of Rasa coal legacy. According to Ketris and Yudovich
(2009), world coal Se level is 8.8 mg/kg, while it is up to 25 mg/kg in Rasa coal (Meduni¢ et al., 2020a). Reimann
and de Caritat (1998) report natural S and Se levels in stream overbank sediments (neither element was reported in
marine bottom sediments in the publication) are as follows: 0.01%, and 0.37 mg/kg, respectively. Therefore, Rasa Bay
sediment S and Se are increased up to 260 and 30 times, respectively. Sulphur and Se levels in Rasa Bay sediments are
also shown on Figures 4 and 5 where the core RS5 stands out from the rest, and both figures show essentially identical
pattern. Generally, sediment cores RS5, 6, and 7, being closest to the RCSW, have higher S and Se concentrations
compared with the rest of the cores, situated further away from the RCSW. However, the most striking feature of
sediment core S and Se levels (Tables 1, 2) is the fact that RSD values are exceptionally high regarding both elements,
more so for Se. Anthropogenic processes usually result in high RSD values of trace elements in the environment,
causing their skewed distributions (Reimann and Filzmoser, 2000). The RSD values of S and Se in Rasa Bay
sediments are certainly very interesting, thus warranting further detailed mineralogical, petrological, and geochemical
analyses of collected samples. Although we noted above that the core RS3 belongs to an area of the bay less affected by
the RCSW, the results in Tables1 and 2 are indicative of the opposite, and therefore our ongoing work will try to reveal
the possible reasons for that.

S RS1 RS2 RS3 RS4 RS5 RS6 RS7
n 18 20 16 15 13 12 16

Min 022 026 021 030 0.84 0.70 0.29
Max 049 036 15 064 26 1.7 095
Mean 035 031 056 041 14 1.1 045
SD 0.07 004 04 009 06 03 02
Qso 034 031 039 041 13 1.1 038
Qs 031 029 027 032 092 085 0.34
Qrs 037 034 073 045 16 14 046
RSD 19 9.4 74 22 41 29 42

Table 1: Levels of S (%) in Rasa Bay sediment cores (RS1-RS7). Qso — median; Q25 and Q75 — quartiles

Se RS1 RS2 RS3 RS4 RS5 RS6 RS7
n 18 20 16 15 13 12 16
Min 0 0 0.05 0 31 086 0.65
Max 12 15 54 12 12 97 4.0
Mean 0.58 046 1.6 033 54 45 1.7
SD 04 04 2 0.4 3 2 0.9
Qso 0.60 041 1.0 022 50 46 13
Qs 031 0.15 0.40 0 32 34 12
Qrs 091 0.67 22 052 64 53 1.8
RSD 64 83 99 120 49 46 57

Table 2: Levels of Se (mg/kg) in Rasa Bay sediment cores (RS1-RS7). Qso — median; Q2s and Qs — quartiles

We tested variable distributions by applying Shapiro Wilk test (recommended level of significance is 0.10),
and it showed for S the following p values: RS1 0.25, RS2 0.16, RS3 0.001, RS4 0.17, RS5 0.01, RS6 0.76, and RS7
0.0004. Sulphur values in cores supposedly less affected by the RCSW (RS1-4) should be symmetrically distributed
(their p values should be >0.10), but that was not the case with the core RS3. In the case of Se, p values were as
follows: RS1 0.59, RS2 0.08, RS3 0.01, RS40.005, RS5 0.008, RS6 0.15, and RS7 0.001. The results warrant further
specific mineralogical, petrological, and geochemical analyses, to find out why the data have large spread (large SD and
RSD) in almost all the cores, Se in particular.

By applying Kruskal-Wallis test, to explore if there is any difference among the seven groups (i.e. sediment
cores), p values for S and Se were 7E-12, and 9.9E-14, respectively. Such low numbers are indicative of a very strong
difference among the groups. By applying a multiple comparison Duncan test, we were able to see specifically among
which groups the differences were statistically significant (at p<0.05), and the results are shown in Tables 3 and 4. The
lowest p values for S and Se were found for the cores RS5 and RS6 with respect to other cores, and from these values it
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seems that the cores RS2 and RS4 were the least affected by the RCSW. Regarding the core RSS5, the most
contaminated by the RCSW, the levels of S and Se showed peaks in the sediment depth 15-20 cm.

By using Kendal tau correlation, coefficients between S and Se were as follows (p values in parentheses): RS1
0.08 (p>0.05), RS2 -0.08 (p>0.05), RS3 0.54 (p = 0.003), RS4 -0.20 (p>0.05), RSS5 0.87 (3.3E-05), RS6 0.67 (p =
0.002), and RS7 0.68 (p = 0.0002). Since S and Se were found to be positively correlated in Rasa coal (Meduni¢ et al.,
2018), it was expected to find them related the same way here, at least in the cores RS5 and RS6. Thanks to statistically
significant positive correlations between S and Se in the cores RSS5, 6, and 7, closest to the RCSW, but also in the core
RS3, we now know that the impact of the RCSW has been profound in terms of the element composition of the bottom
sediment of the RaSa Bay.

RSI RS2 RS3 RS4 RS5 RS6 RS7
RS1

RS2 0.17

RS3 0.16 0.01

RS4 0.19 0.01 0.95

RSS 4.6E-07 1.4E-10 0.00 0.00

RS6 3.4E-06 2.3E-09 0.00 0.00 0.80

RS7 0.19 0.01 0.94 099 0.00 0.00
Table 3: Results of Duncan post-hoc test for S (bold italic underlined values are significant at p<(0.05)

RS1 RS2 RS3 RS4 RS5 RS6 RS7

RS1
RS2 0.50

RS3  0.08 0.01
RS4 0.19 0.49
RSS5 4.8E-07 8.8E-09 1.6E-09

RS6 4.6E-06 I1.4E-07 0.00 2.4E-08 0.75

RS7  0.00 0.00 25 5.3E-05 0.02 0.06

Table 4: Results of Duncan post-hoc test for Se (bold italic underlined values are significant at p<0.05)
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Figure 4: Box-plots of S (%) in sediment cores RS1-RS7.
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Figure 5: Box-plots of Se (mg/kg) in sediment cores RS1-RS7.

4. Conclusion

Data analysis (nonparametric methods) conducted on sediment core sulphur and selenium concentrations, the two
fingerprint elements of Rasa coal, confirms that the Rasa Bay has been impacted by the former Rasa coal separation and
washing (RCSW) facility, which had disposed of wastewater directly in the bay during the period 1930s-1960s. The
legacy of such an environmentally hazardous practice is reflected in the estuarine sediments’ geochemistry, at least
considering S and Se spatial distributions in bottom sediments. Both elements were found to be elevated in two
sediment cores located closest to the RCSW, but other cores have been affected by the RCSW to a certain extent as
well. Moreover, this paper should guide scholars, inexperienced in data analysis, that using nonparametric methods
(testing differences among groups, and correlation analysis) is the safest strategy when the number of samples per group
is less than 30, and variable distributions are skewed (large spread of data reflected in large RSD values). Finally, this
paper shows interesting results that warrant further analytical work on the retrieved samples from the marine Rasa Bay,
that deserves environmental protection in terms of a bioaccumulative, potentially toxic trace element selenium.
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Sazetak

Sumpor i selen iz Raskog ugljena zabiljeZeni u jezgrama morskog sedimenta (Raski zaljev,
Hrvatska): preporuceni koraci statisticke analize podataka iz okoliSa

Ugljen je mozda najsloZenija geoloska tvar koja je obi¢no obogaéena sumporom (S) i selenom (Se). Izgaranjem
ugljena te srodnim industrijskim aktivnostima otpustaju se doti¢na dva elementa u okoli§. Obzirom na to da oba
elementa mogu imati blagotvorne i Stetne ucinke na zive sustave, poznavanje njihove sudbine u ekosustavu trebalo bi
biti od najvece vaznosti. Raski ugljen (Raski zaljev, Hrvatska) ima iznimno visoke koncentracije organskog S i Se, Cije
razine obi¢no iznose 9-11%, odnosno 50 mg/kg. Nekoliko tockastih izvora ta dva elementa oneciScuje istrazivano
podrucje Rase. Cilj ovog istrazivanja bio je istraziti dubinske profile koncentracija S i Se u sedam prikupljenih
sedimentnih jezgri (do dubina 30-50 cm) iz RaSkog zaljeva, te odredivanjem njihovih koncentracija pomo¢u XRF i ICP-
MS. Analiza podataka pokazala je da su oba elementa povisena u dvije sedimentne jezgre koje se nalaze najblize
nekada$njem postrojenju za separaciju i ispiranje ugljena, koje je u razdoblju od 1930-ih do 1960-ih predstavljalo izvor
otpadnih voda koje su ispustane izravno u zaljev. Minimalne do maksimalne razine S i Se u sedimentima bile su 0,22—
2,6%, odnosno 0,11-12 mg/kg. U najonecis¢enijoj jezgri sedimenta korelacija S-Se iznosila je 0,87 (p = 3,3E-05).
Razlike medu jezgrama bile su statisticki znacajne za oba elementa. Ovaj rad prikazuje preporucene korake statisticke
analize podataka iz okoliSa primjenom neparametarskih metoda. Takoder, ovaj bi rad trebao povecati svijest javnosti o
ekoloskom statusu Raskog zaljeva.

Kljuéne rijeci: Raski ugljen; sumpor; selen; sedimentne jezgre; neparametarskemetode
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Abstract

It is well known that the increase in fossil emissions of carbon dioxide (CO2) is due to the burning of increasing
amounts of fossil fuels over the years. The concentration of CO: in the atmosphere is increasing because the balance
cannot be achieved by natural sinks (removal) of CO-, which further affects the negative climate change. However, in
2020, there was a significant decrease in global fossil CO. emissions due to the restrictive measures taken during the
COVID-19 pandemic. Although this decrease in emissions was significant, the trend of fossil CO: emissions in 2021, as
well as in the future, will mainly depend on the success of the proven energy transition as economies recover from the
COVID-19 crisis. This paper presents the mean values, variations and trends in global fossil CO: emissions over the
period 1959-2020, focusing on the analysis of changes in 2020. It then presents projections and future long-term trends
in global fossil CO2 emissions.

Keywords: fossil CO. emissions; emission trends; COVID-19 impact
1. Introduction

Global warming and climate change are the biggest environmental problems of our time. Combustion of ever-
increasing amounts of fossil fuels led to a significant increase in fossil emissions of carbon dioxide (CO:), which
negatively affect climate change. The concentration of CO: in the atmosphere is has been increasing, because equilibrium
cannot be achieved through natural sinks (removal) of CO., which has further affected climate change. Although the
Earth, in its geological past, had periodically gone through periods of significant climate changes, what is rising serious
concern today is the speed at which the changes are taking place. Global temperature during interglacials is thought to be
controlled primarily by carbon dioxide concentrations, since existing knowledge of interglacial periods is that they are
triggered by Milankovitch cycles that are enhanced by increasing atmospheric carbon dioxide concentrations (Marsh,
2014).

In order to assess and to compare the impact of greenhouse gas emissions, it has been internationally agreed that each
greenhouse gas is to be assigned the so-called Global Warming Potential (GWP). GWP is the relative value assigned to
each greenhouse gas, which describes its impact on climate change, i.e., its ability to absorb the infrared (IR) radiation
(heat) over a specific period of time (20, 100 or 500 years) relative to the same amount of CO: (Hrncevié¢, 2008).
Monitoring and reporting of greenhouse gas emissions is one of the most important elements of the emission reduction
program. For better understanding of climate change, it is necessary to constantly record and collect the data on
greenhouse gas emissions. The data are collected either from the direct measurements of atmospheric greenhouse gas
concentrations or from determining the emissions, as precisely as possible, by using various data sets, such as the data on
global energy production and consumption, data on global population, and satellite measurements, etc. Estimation of
anthropogenic CO: emissions and their redistribution between atmosphere, ocean and the terrestrial biosphere is key to
better understanding the global carbon cycle, developing climate policies, and predicting future climate change
(Friedlingstein et al., 2020).

Five years after the adoption of the Paris Climate Agreement, which follows up the 1997 Kyoto Protocol, the growth
in global CO: emissions has begun to slow down. Especially during 2020 when the COVID-19 pandemic drastically
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changed the trajectory of fossil CO. emissions. Although there has been a significant decline in fossil CO2 emissions
during the pandemic, it is difficult to predict whether this short-term decline will have an impact on the future trend of
CO: emissions. In most countries, emissions decreased at the peak of Covid-19 restrictive measures, but this peak did not
occur in all countries at the same time (Le Quéré et al., 2021). The biggest impact on the decline in fossil emissions had
the restrictive measures that affected the transport sector.

The European Green Deal is a policy strategy with significant potential to change the European Union's climate
policy. While addressing a broader set of environmental and sustainability issues, in the core of the European Green Deal
is the climate transition. The ambitious goals of the European Green Deal are to turn the European Union (EU) into a
modern and competitive economy and to ensure: net zero greenhouse gas emissions by 2050, economic growth
independent on the use of resources, and with regards to all people and regions. All 27 EU Member States have committed
to contributing to the transformation of Europe into the first climate-neutral continent by 2050. The Members States have
pledged to reduce greenhouse emissions by at least 55% by 2030 compared to 1990 levels (Simunovi¢, 2021). This will
create new opportunities for innovation, investments, and job creation, as well as for:

e combating energy poverty,

e reducing dependence on energy originating from non-EU countries,

e improving health and well-being.

The European Commission has proposed to increase the binding target for the share of energy from renewable sources
in the EU to 40%. The proposals promote the use of renewable energy sources such as hydrogen in industry and transport
and introduce the additional reductional targets. In addition, reduction of energy consumption is necessary to reduce
greenhouse gas emissions and energy costs for consumers and industry. To reduce the total primary energy consumption
and the final energy consumption by 36-39% by 2030, the Commission has proposed the increase of energy saving targets
in EU and to make it binding. Also, a 55% emission reduction from passenger cars is expected by 2030, a 50% emission
reduction from trucks and zero emissions from new vehicles by 2035. In addition, road transport will be included in the
emissions trading system from 2026, which should set the price of pollution and to encourage the use of cleaner fuels and
investment into clean technologies (https://ec.europa.eu/).

2. Global CO: emissions in the period 1959 - 2019

The concentration of CO- in the atmosphere has increased significantly from the beginning of the industrial era to
the present day. Before industrial production, CO: emissions increased primarily due to deforestation and similar land
conversion activities, while today the dominant sources of CO. emissions are fossil fuels. The global concentration of
CO: in the atmosphere increased from ~ 277 ppm in 1750 (Joos and Spahni, 2008) to 422.99 ppm in June 2022
(www.co2.earth).

Climate change and changes in carbon storage in terrestrial biosphere and ocean are the consequences of the rapid
increase in the concentration of CO: in the atmosphere. During the assessment of CO: emissions the following
components are important):

e cmissions from the combustion and oxidation of fossil fuels from all energy and industrial processes, including
cement production and carbonization (Eros);

e emissions resulting from intentional human activities on land, including those leading to land conversion and
forest use (ELuLucr);

o their division between the increase of CO: concentrations in atmosphere (Garm), the ocean CO: sink (Socean)
and terrestrial COz sink (Sranp).

Global emissions and their redistribution between the atmosphere, oceans, and land are in equilibrium, but due to
estimation errors and imperfect spatial and temporal data, their sum does not necessarily have to be zero. Due to the sated,
a carbon budget imbalance (BIM) is introduced, which shows the mismatch between the estimated emissions and the
estimated changes in the atmosphere, terrestrial biosphere and ocean (Equation 1) (Friedlingstein et al., 2020):

Eros + Eruruck = Gat™ + Socean + Stanp + Bim )

Where are:

Eros - fossil CO2 emissions (GtCly),

Erurucr - CO: emissions from land use, land use change and forestry (GtCly),
Garm - CO: concentration in the atmosphere (GtCly),
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Socean - sink (removal) into the ocean (GtCly),
SLanp - sink (removal) into the terrestrial biosphere (GtC/y),
Biv - budgetary imbalance (GtC/y).

2.1. Methods for estimating global CO2 emissions

The sources of data analyzed in this chapter have been retrieved from a number of different organizations and research
groups listed in Table 1.

Components Literature

Gilfillan et al. (2020) (https://energy.appstate.edu/)
UNFCCC (2020) (https://unfcce.int/)

Fossils consumption - based CO- emissions by Peters et al. (2011)

country

National fossil CO: emissions by fuel type

Average from Houghton and Nassikas (2017),

Net land-use change flux Hansis et al. (2015), Gasser et al. 2020

Growth rate in atmospheric CO: concentration Dlugokency and Tans (2020)
Land sink Global dynamic vegetation models
. Biogeochemical models and observation-based
Ocean sink .
estimates

Table 1: Summary of main data sources (from Friedlingstein et al., 2020)
2.1.1. Fossil CO: emissions

Estimation of global and national fossil CO: emissions includes the combustion of fossil fuels in various activities:
such as heating and cooling, transportation, industry, production of chemicals and fertilizers, and emissions during cement
carbonization. Fossil CO: emissions include three main fossil fuels: solid (coal), liquid (oil) and gaseous fuels (natural
gas). CO: emissions from natural gas flare combustion and emissions from cement production can also be added.
Combustion of fossil fuels is a major source of anthropogenic CO: emissions (Andres et al., 2012).

Energy and fossil fuel consumption data are used to estimate fossil CO- emissions. In the Global Carbon Budget,
the estimate of the uncertainty of global fossil CO: emissions is + 5%, and the data are taken from four main data sets,
namely (Friedlingstein et al., 2020):

1. Carbon Dioxide Information Analysis Center (CDIAC), for the period 1750 - 2017 - data are derived from energy
statistics published by the United Nations (UN). Mass and amount of fuel are converted into fuel energy content
using UN-published country-level coefficients and then converted to CO: emissions using conversion factors.

2. Official National Greenhouse Gas Inventory 1990-2018 for 42 UNFCCC (United Nations Framework
Convention on Climate Change) Annex I countries.

3. Statistical Global Energy Review published by British Petroleum (BP) - this database uses data on energy
consumption estimates for the last year, for which UNFCCC and CDIAC estimates are not yet available.

4. Global and national emissions from the cement industry updated by Andrew (2019).

The global total sum, i.e., the estimate, is the sum of fossil CO: emissions of individual countries and the data
retrieved from fuel consumption, for the international air and maritime transport. National statistics on emissions from
CDIAC, UNFCCC and BP represent emissions and greenhouse gases sinks occur within the national territory and
submarine area of individual country.

2.1.2. CO: emissions from land use and forestry (LULUCF)

In addition to fossil emissions, land use, land use change and forestry contribute to increase of CO- emissions. The
net CO: flow generated by land use, land use change and forestry include CO: flows due to deforestation, afforestation,
forest degradation, change of cultivation (deforestation for agricultural purposes and then abandonment) and reforestation
after logging or abandonment of agricultural activities. Some of these activities lead to increase of CO- emissions into the
atmosphere, while others act like CO: sinks. The annual estimate of CO: emissions for the 1959-2019 period was obtained
as an average of: an estimate using the land use emissions model (Hansis et al., 2015), an estimate published by
Houghton and Nassikas (2017), and the assessment according to Gasser et al. (2020). All three models are based on
Houghton’s (2003) original approach that tracks carbon in vegetation and soil before and after land use change. In
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addition, the results of seventeen dynamic global vegetation models are used, and they include deforestation and regrowth,
but do not represent all the anthropogenic processes on land.

2.1.3. Distribution of CO: emissions

The CO: released during combustion of fossil fuels has been balanced over several centuries by different carbon
sinks in the atmosphere, ocean and terrestrial biosphere. Approximately half of the CO: emitted into the atmosphere
during fossil fuel combustion remains in the atmosphere, and the other half is absorbed by the ocean and terrestrial
biosphere. Oceans are the largest “carbon reservoirs” on Earth, nature’s primary mechanisms for absorbing CO: from the
atmosphere. Oceans can absorb most of the emitted CO., but still about 20—40% of the CO: remains in the atmosphere,
awaiting slower chemical reactions with calcium carbonate and igneous rocks (Archer et al., 2009). Carbon isotopes,
preserved in deep ocean sediments, reveal a periodical release of carbon into the atmosphere-ocean system, leading to
ocean and atmosphere warming and consequently to climate change. A large amount of the absorbed CO: acidifies the
ocean, but, after a certain period, ocean’s pH is restored, but not to its initial value (but to slightly lower one), by excessive
dissolution of calcium carbonate from the seabed and shore and by the influence of silicates from land. Ocean’s pH
recovery restores the ocean’s buffer capacity to absorb CO., with a tendency of decreasing the absorbed CO-
concentrations over the next period (Archer et al., 2009; Hrncevié, 2008).

The sink of carbon in the ocean is estimated by using nine global oceanic biogeochemical models. They represent
physical, chemical and biological processes that affect the concentration of CO: on the ocean surface, and thus the
exchange of CO: at the atmosphere-ocean boundary. To verify the results of the biogeochemical model, observational
data are used.

Restoring and increasing carbon sinks in the terrestrial biosphere, i.e., the ability of the environment (plants) to absorb
CO., are the key to achieving the set climate goals. The carbon sink in the terrestrial biosphere is estimated by seventeen
dynamic global vegetation models, including all climatic variability and CO: effects on land.

2.2. Analysis of global CO: emissions changes
2.2.1. Global CO: emissions in the period 1959 - 2019

In the period from 1959 to 2019, for which the direct measurements of CO: concentrations in the atmosphere are
available, 81% of total CO: emissions (Eros + ELuLucr) come from fossil fuels combustion, and 19% from LULUCF. In
the stated period, 45% of the total emissions stayed in the atmosphere 24% in oceans and 32% in land, with a budget
imbalance of 0% (Friedlingstein et al., 2020). In Table 2 global CO: emissions for the period 1960-2019 are shown,
and uncertainties are expressed as + 1 6. Global fossil CO- emissions increased from an average of 3.0 + 0.2 GtC per year
in the period 1960-1969, to 9.4 + 0.5 GtC per year in the period 2010-2019. CO: emissions from LULUCF have remained
relatively constant, at about 1.4 + 0.7 GtC per year for the last half century, but with a large range estimated. The budget
imbalance has an uncertainty of more than + 1 GtC per year, and a positive imbalance means that emissions have been
overestimated and / or that the sinks have been underestimated. The growth rate of fossil emissions decreased between
the 1960s and 1990s, from 4.3% per year in the 1960s (1960-1969), 3.1% in the 1970s (1970-1979), 1.6% in the 1980s
(1980-1989) to 0.9% in the 1990s (1990-1999). After the period 1990-1999, the growth rate began to increase in the
2000s with an average of 3.0% per year, declining to 1.2% in the last decade (2010-2019) (Simunovié, 2021).
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Mean (GtC/yr)
1960-1969 1970-1979 1980-1989 1990-1999 2000-2009 2010-2019 2019
TOTAL EMISSIONS
(EFOS+ELUC)
Fossil CO: emissions (EFOS) 3+0.2 4.7+0.2 5.4+0.3 6.31£0.3 7.74£0.4 9.4+0.5 9.740.5
Land-use change emissions
1.5+0.7 1.3+0.7 1.3+0.7 1.4+0.7 1.4+0.7 1.6+0.7 1.8+0.7
(ELUC)
Total emissions 45+0.7 5.9+0.7 6.740.8 7.6£0.8 9.14£0.8 10.9+0.9  11.5+0.9
PARTITIONING
Growth rate in atmospheric CO2
1.8+0.07 2.8+0.07 3.4+0.02 3.2+0.02 4.1£0.02 5.1+0.02 5.4+0.2
concentration (GATM)
Ocean sink (SOCEAN) 1+0.3 1.3+04 1.7+0.4 240.5 2.1+0.5 2.5+0.6 2.6+0.6
Terrestrial sink (SLAND) 1.3+0.4 2.1+0.4 2.0+0.7 2.6+0.7 2.94+0.8 3.4+0.9 3.1£1.2
BUDGET IMBALANCE
BiM= EFOS + ELUC - (GATM +
0.5 -0.2 -0.4 -0.1 0 -0.1 0.3

SOCEAN + SLAND)

Table 2: Mean values for CO, emissions and distribution of emissions by decades (from Friedlingstein et al., 2020)

In Figure 1 global fossil CO: emissions, including an uncertainty of + 5% (grey shading), and emissions extrapolated
from BP statistics (black dots) for the period 1960-2020 are shown. The Figure 1 also shows the global CO- emissions by
fuel type, including coal, oil, natural gas, cement production and cement production reduced by carbon sink (intermittent
purple), excluding natural gas flaring. For the same period, the CO: emissions (coal, oil, natural gas, natural gas flaring
and cement production- solid lines, and consumption emissions- dashed lines) for the three leading countries in terms of
CO: emissions (USA, China, India) and the European Union (27 Member States; turquoise), as well as the emissions per

capita are shown.
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Figure 1: Fossil CO, emissions in the period 1960 - 2019 (from Friedlingstein et al., 2020)

As it could be seen from Figure 1, fossil CO. emissions in China (2.7 GtC per year) and India (0.65 GtC per year)
record constant growth, especially after 2000, while in the EU27 and the US there is a decline in fossil emissions in the
last decade. Emissions in China increased from 0.8 to about 2.7 GtC per year between 2000 and 2019, while in the US
they decreased from 1.6 GtC to 1.35 GtC per year. Although fossil CO: emissions are on the rise in China, the United
States still emits more fossil emissions per capita than China. China is currently on the same volume of emissions as the
entire EU, and the US has a declining trend. China emitted 0.65 tC per capita in 2000, and 1.8 tC in 2019, which is an
increase of about 1.15 tC per capita. Among fossil fuels, coal combustion has the highest share in emissions, followed by
oil and natural gas. Emissions from all types of fossil fuels record increase in period 1960-2020. From 2000 to 2019, coal
emissions increased significantly (2.5 GtC to 4.0 GtC per year) due to the increasing coal demand in China (Simunovi¢,
2021).

2.2.2. Global CO: emissions in the period 2010 - 2019

During 2010-2019 period, 86% of the total CO- emissions (Eros + ErLuLucr) were fossil CO- emissions, and 14%
came from LULUCEF, of which 46% remained in the atmosphere, 23% were absorbed by oceans and 31% by the terrestrial
biosphere, with a budget imbalance of -1%. Global fossil CO: emissions increased at a rate of 1.2% per year with an
average of 9.6 + 0.5 GtC per year excluding the sink of cement carbonization (9.4 = 0.5 GtC per year with the cement
carbonation sink included). Namely, the emissions increased during 2010-2019 by about 94 GtC, which is 21.37% of the
total 440 GtC in the period 1850-2019. The average growth rate of atmospheric CO: concentration was 5.1 + 0.02 GtC
per year, and sinks in the ocean and terrestrial biosphere were 2.5 + 0.6 GtC and 3.4 + 0.9 GtC per year (Friedlingstein
et al., 2020).

In this decade, China has dominated in increasing fossil CO- emissions by an average of 1.2% per year (0.046 GtC
per year), followed by India by 5.1% (0.025 GtC per year). In contrast, emissions decreased in the EU27 by 1.4% per
year (-0.014 GtC per year), and in the US by 0.7% (-0.01 GtC per year).

2.2.3. Global CO: emissions in 2019

In 2019, China had the largest share in the global increase in fossil CO: emissions (28%), followed by the USA
(14%), the EU27 (8%) and India (7%). These four countries accounted for 57% of global CO- fossil emissions, while the
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rest of the world contributed 43%, including aviation and marine fuel tanks (3.5% of the total). Emission growth rates for
these countries in 2019, compared to the 2018 values, were + 2.2% (China), -2.6% (US), -4.5% (EU27), +1.0% (India)
and + 1.8% for the rest of the world. Fossil CO: emissions per capita in 2019 were 1.3 tC worldwide and 4.4 tC in the
US, 1.9 tC in China, 1.8 tC in the EU27 and 0.5 tC in India (Friedlingstein et al., 2020).

Estimates of global fossil CO: emissions show slight growth in 2019 (0.1%) compared to 2018, while fossil emissions
remain at 9.7 £ 0.5 GtC in 2019. Fossil CO: emissions from coal combustion in 2019 accounted for 39% (-1.8%, compared
to 2018), followed by fossil emissions from oil 34% (+ 0.8%, compared to 2018) and natural gas 21% (+ 2.0%, compared
to 2018).

3. Impact of the Covid-19 pandemic on global CO: emissions during 2020

Major changes in CO- emissions in 2020 occurred due to the Covid- 19 constraints that led to unprecedented changes
in global economy and society. The pandemic and the resulting economic crisis have affected almost all aspects of energy
production, supply and consumption worldwide. It has defined energy consumption and emission trends in 2020, has and
resulted with the reduction of fossil fuel consumption for most of the year in the most countries worldwide.

Global Fossil CO, Emissions 2010-19
38 Gt +0.9%/yr
CO,
Projection 2020
34 | 34.1 Gt CO,
2000-09 Ve
+3.0%/yr
30 -

1990-99

26 | +0.9%/yr

22

18 ‘ !
1990 1995 2000 2005 2010 2015 2020

projected

Figure 2: Global fossil CO, emissions (from https://www.globalcarbonproject.org)

According to the analysis of the Global Carbon Budget 2020, based on several studies and the monthly energy data,
global fossil CO: emissions for 2020 are estimated at approximately 34 GtCO., which is 2.4 GtCO: less than emitted in
2019. Namely, this represents a decrease of about 7% due to the slowdown in economic activities related to the COVID-
19 pandemic (Figure 2).

3.1. Estimations of global CO: emissions

Considering the fact that it is very difficult to accurately determine CO- emissions, especially during 2020, the Global
Carbon Budget 2020 publication took into account three separate studies as an upgrade to the current method. Emissions
were first estimated for part of the year, and then projected for the rest of the year. The studies used for the estimation of
CO: emissions included Le Quéré et al. (2020), Forster et al. (2020), and Liu et al. (2020).

Le Quéré et al. (2020) estimated CO: emissions for six economic sectors based on the data about electricity and coal
consumption, steel production, and road and air transport. To estimate absolute daily changes in emissions and to address
67 countries representing 97% of global emissions, the analysis was based on the data about CO: emissions by country
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for the last available year (2018 or 2019) from the Global Carbon Budget 2019 publication. Until 13" November, all the
data had been updated, while the data for the rest of the 2020 were projected, assuming that the Covid-19 measures will
remain at the same or lower level until the end of 2020.

Forster et al. (2020) estimated CO: emissions primarily on Google’s mobility data. The mobility data were used to
estimate daily fractional changes in emissions from the energy sector, road transport, industry, housing, and public and
commercial sectors. For several countries, primarily China and Iran, Google data were not available, so the data were
obtained from the assessment of Le Quéré et al. (2020). The Forster et al. (2020) study used a simple extrapolation,
assuming that the decline in emissions from base values will remain at 66% of the level in the last 30 days.

Liu et al. (2020) estimated CO- emissions based on the data on electricity production, and CO- emissions for different
sources of electricity from national electricity systems (31 countries), real-time mobility data (416 cities) or indexes
(primarily index of industrial production) from national statistics (62 countries and regions), as well as daily emissions
from energy sector, industry, transport, and housing. In the study CO. emissions were estimated for 2020 and the study
did not include any future projections of CO: emissions. To enable the comparison other CO- emissions estimation
methods, a simple extrapolation approach was used, assuming that the values of CO: emissions in the remaining months
of the year change with the same relative value compared to 2019 in the last month of observation.

Global Carbon Budget (GCB) shows estimations of CO- emissions for China, the US, the EU, India, as these are the
countries with the highest share in global CO: emissions, and for the rest of the world. For China, estimates were done
on the basis of the data from the National Bureau of Statistics and Customs, and the emission projections were done on
the basis of the previous ratio of monthly and yearly data on CO: emissions. For the US, CO: emission estimates and
projections of the U.S. Energy Information Agency were used. For the EU27, estimates of CO: emission from the
beginning of the year were done by using the data on monthly consumption of coal, oil and gas converted to CO2 emissions
and scaled to match previous year's emissions. For India CO: emission estimates had been updated by Andrew (2019),
who calculated the monthly CO: emissions directly from the detailed data on energy and cement production. For the CO-
emissions projections for the remaining months of 2020 (the months from the end of the study till the end of the year) for
both, the EU27 and India, the same method as for Carbon Monitor was used. For the rest of the world, no CO: emission
estimates for the first part of the year were made, while the CO: emission projection for 2020 was based on an estimate
of GDP combined with the previous editions of the Global Carbon Budget.

3.2. Analysis of changes in global CO: emissions

The previously mentioned CO: emission estimation/projection studies (methods) used a combination of different
data, and gave the CO: emission estimations, based on the directly monitored data valid until September 2020, for all
regions, except for the EU27, which is based on the data monitored until July 2020. By September 2020, all four studies
(methods) show that there has been a decline in fossil CO. emissions in 2020 in all countries and regions. The EU and
the US showed the declining emission trends even before Covid-19 pandemic, while the pandemic furtherly affected the
decline. Similarly, CO: emissions in India were declining in 2019, but due to economic problems. However, even in
Covid-19 pandemic the long-term trend of increasing emissions in India continues. In 2020 China is recording a smaller
drop in CO: emissions, which indicates that the impact of the restrictions due to Covid-19 virus occurred earlier than in
the rest of the countries and that the Chinese economy has had a longer recovery time. Based on the three studies, that
provide sufficient data on the emissions from January to September 2020, global CO: emissions decreased by about 8%
(median method, based on estimates -7.6%, UEA; -7.6%, Carbon Monitor; -14 .1%, Priestley Centre).

As mentioned earlier, the Global Carbon Budget 2020 estimates that the total global CO. emissions have decreased
by about 7% in 2020, which is derived from the CO: emissions averages of the four previously mentioned
studies/methods, with additional uncertainty for each method (-5.8%, GCB; -6.5%, Carbon Monitor; -6.9% (range -2.7
to -10.8%), UEA; -13.0%, Priestley Center) (Figure 3).
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Monthly fossil CO, emissions estimates in 2020: World
Priestley Centre: Sep -14.1%, Dec -13.0%
CarbonMonitor: Sep -7.6%, Dec-6.5%
UEA: Sep -7.6%, Dec -6.9%
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Figure 3: Monthly global estimates of fossil CO, emissions in 2020 (from Friedlingstein et al., 2020)

Table 3 shows the data on the decline of fossil CO2 emissions in certain regions and countries in 2020 compared to
2019. The data were obtained as the median of the four aforementioned studies/methods with the note that emissions from
the use of fuels for international air and maritime transport are usually not included in the national totals. It can be seen
that the largest decline in emissions was in the US (12.2%), followed by the EU (11.3%) and India (9.1%). China recorded
the smallest decrease in emissions of only 1.7%, and it quickly began to recover its economic activity. It is one of the first
countries to ease the Covid-19 restriction measures, and its CO- emissions reached above 2019 levels since April 2020
(Lehmann et al., 2021).

Region / 2019 2019 growth 2020 projected 2020 projected
Country emissions (%) growth emissions
(billion tonnes/yr) (%) (billion tonnes/yr)

China 10.2 22 % -1.7% 10.0

USA 53 2.6 % -12.2 % 4.7

EU27 29 -4.5% -11.3 % 2.6

India 2.6 1.0 % -9.1% 24
World 36.4 0.1 % -6.7 % 34.1

Table 3: CO, emissions in 2020 compared to 2019 (from Friedlingstein et al., 2020;
https://www.globalcarbonproject.org)

Apart from the pandemic at the beginning of 2020, global CO: emissions were also affected by the weather
conditions. The effect of the pandemic on the global CO: emissions became visible in late February, with the decline in
global CO: emissions peacking by April. However, immediately after the first wave of the pandemic and the regrowth of
economic activity, the emissions began to recover by the end of the year. According to the International Energy Agency
(IEA, 2021a) report, in December 2020 global CO- emissions were 2% higher than in December 2019, so it can be
concluded that the changes caused by the Covid-19 measures will not have long-term effect (Simunovié, 2021).

3.3. Fossil CO: emissions by sector
According to Le Quéré et al. (2020) containment and closure Covid- 19 measures led to a reduction in daily global

fossil CO:2 emissions by 17 (-11 to -25%) MtCO, or 17% (-11 to -25%), by early April 2020 compared to the average
daily fossil CO2 emissions in 2019. Daily fossil CO- emissions in early April could be compared to 2006 emission levels,
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with the largest daily change in emissions in 2020 occurring on 7" April. For individual countries, the maximum daily
decrease was 26% ( 7%) but did not occur on the same day in all countries.

In a study by Liu et al. (2020) daily sectoral CO: emissions are estimated at the country level from 1 January 2019
to 30 June 2020, based on the results of the international research initiative Carbon Monitor. In this study, only emissions
from direct fuel consumption and emissions from chemical processes by the industry sector were taken into account, and
emissions related to industry electricity consumption were added to the energy sector CO. emissions. CO- emission
estimates in the energy sector rely on almost real-time hourly or daily electricity data. In the first half of 2020, global
fossil CO2 emissions from the energy sector decreased by 5.0% (-341.4 MtCO:), followed by the decrease of emissions
from the industrial sector by 5.5%. For 416 world cities in 57 countries, it is estimated that in the first half of 2020, land
transport fossil CO- emissions decreased by 18.6% (-613.3 MtCO»), i.e., 17.8% (-685.5 MtCO) in the first seven months
of 2020. Global air transport emissions decreased by 43.9% (-200.8 MtCO) in the first six months, i.e., 46.7% (-254.5
MtCO:) in the first seven months of 2020, out of which approximately 70% in international air transport.

According to the IEA report (https://www.iea.org/), primary energy demand decreased by almost 4% in 2020, which
resulted with the decrease of global fossil CO: emissions associated with primary energy of 5.6%. Figure 4 shows the
increase in fossil CO: emissions in period 1960-2020. Global fossil CO: emissions from oil use decreased by about 1.1
GtCO: (-7.6%), compared to 2019. This is followed by a decline in fossil CO: emissions from coal by about 5.1% and
natural gas by 3.6% (https://www.globalcarbonproject.org).

The decline in road transport activity in 2020 caused a 50% drop in global oil demand, and a decline in air transport
by about 35%. The transport sector in 2020 accounted for more than 50% of the total global decline in fossil CO:
emissions. With various warnings and measures on travel and border closures due to Covid-19 pandemic during 2020,
the international air transport was the sector that was the most affected by the pamdemic, and in April experienced the
biggest decline of fossil CO: emissions of about 70% below the emission level in April 2019. CO: emissions from the
international air transport decreased by almost 45% or 265 MtCO: during the year and fell to the levels last seen in 1999
(https://www.iea.org/).

Annual Fossil CO, Emissions: Global
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Figure 4: Annual fossil CO, emissions with emphasis on 2020 (from https://www.globalcarbonproject.org)
4. The impact of the Covid-19 pandemic on future trends of global fossil CO: emissions

Although measures to combat the COVID-19 pandemic under the Global Carbon Budget 2020 caused a decline in
fossil CO: emissions in 2020, they did not in themselves cause a lasting reduction in emissions. The temporary measures
have little impact on the infrastructure of the world economy based on the use of fossil fuels. What will happen to energy
demand and emissions in 2021, but also later, will depend on how much governments put emphasis on energy transition
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during the economy’s recovery from the COVID-19 crisis in the future (Steffen et al., 2020). Economic incentives at the
national level could change the flow of global emissions if investment in green infrastructure increases and investment in
fossil energy decreases. However, the real opportunity for political change depends on the capacities of the countries.
Significantly, emerging economies such as India, Russia, or Indonesia have issued smaller incentive programs than
advanced economies such as the United States or the EU.

4.1. Recovery of global fossil CO: emissions in 2021.

The International Monetary Fund (IMF) and the Energy Information Administration (EIA) predict that emissions for
the world and US economies will recover by 5.8% and 3.5%, respectively, in 2021. According to an IEA report (2021a),
emissions are expected to grow by around 1500 MtCO: in 2021, but this still leaves global CO. emissions by around 400
MtCOsz, or 1.2%, below the 2019 peak. Also, energy demand is expected to recover by 4.6%, which will increase global
energy consumption by 0.5% above the level before COVID-19 in 2021 (IEA, 2021a). The current economic outlook
assumes that global GDP will be higher than in 2019, increasing demand for goods, services and energy, but this depends
on COVID-19 measures, the effectiveness of the recovery package and the introduction of vaccines. Figure 5 shows the
growth in demand for goods and services, which also affects the demand for primary energy. Namely, as economies
recover from the effects of the pandemic, energy demand will increase, resulting in an increase in fossil CO- emissions.
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Figure 5: Recovery of global GDP, total primary energy demand and energy-related CO, emissions, compared to 2019.
(from https://iea.blob.core.windows.net/)

Despite the fact that global economic activity has recovered in 2021, and thus energy demand, a full return of CO-
emissions to pre-crisis levels is not expected. Figure 6 shows fossil CO: emissions for individual regions and countries,
and it can be seen that there was an increase in fossil CO: emissions in the period January - September 2021 compared to
the same period in the previous year. Thus, during 2021, the economy recovered and, consequently, fossil emissions
increased in almost all sectors. The sector that still lags behind the rest is air transport due to the restrictive "Covid"
measures that were in force. According to the Carbon Monitor, global fossil CO: emissions increased by about 6.4%
(+1562.8 MtCO2) in 2021. compared to the same period in 2020. In the energy sector, emissions increased by 7.2%
(+691.2 MtCO:2). The transport sector also experienced a major recovery, with an increase in emissions in road transport
of 8.5% (+359.6 MtCO:»), followed by 26.8% in domestic air transport (+48.7 MtCO-) and international air transport 4,
6% (+9.9 MtCO:). There is also an increase in emissions in the housing sector by 3.5% (+83.9 MtCO-) and in the industrial
sector by 4.8% (+369.5 MtCO). Brazil can be seen to have the largest increase in CO- emissions of 24.2% (66.9 MtCO>),
but this figure does not contribute much to the global increase in emissions compared to China (+714.97 MtCO: in 2021.).
In 2021, the countries contributing to the largest increase in fossil CO- emissions are China, the US, India and the
European Union (https://carbonmonitor.org/).
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Figure 6: Growth of fossil CO, emissions in 2021. compared to 2020. for individual regions and countries (from
https://carbonmonitor.org/)

4.2. Long-term trend of fossil CO: emissions

It is believed that the crisis caused by the Covid-19 pandemic could lead to the social changes needed to mitigate
adverse climate change. Namely, the ecological sustainability cannot be allowed at the cost of the social sustainability,
because that would trigger various issues. Moreover, this can shape the public opinion to associate energy transition with
an excessive restriction of individual rights or with a general economic downturn.

The results of Hanna et al., 2020 show that the impact of the pandemic on global warming will be insignificant and
that without the long-term decarbonization of economy system and major changes in the behaviour of each individual, it
cannot significantly affect global climate change. Even if the Covid-19 crisis creates an opportunity for individual change,
it will promote environmental sustainability under certain conditions. During the pandemic digitization has progressed,
many people worked remotely, but the pandemic also fostered people, who travelled to work by using the public transport,
to use private cars to avoid the risk of the infection. Some research even predict that the Covid-19 pandemic could have
permanent effects on the public transport and could lead to the increase of dependence on cars, which will consequently
result with the increase of fossil CO2 emissions.

Throughout the history, there have been economic crises that have led to a reduction in CO- emissions, but after each
crisis there has been an increase again. Some analyses show that during the recovery from the second oil crisis, which
began in 1979, fossil CO: emissions growth declined by one third. During the period from 1976-1979 the reduction in
fossil CO: emissions growth was 3.6% per year. and during 1983-1990 2.4% per year. The next major recession was
triggered by the collapse of the Soviet Union in 1991. The trajectory of growth of fossil CO: emissions decreased by
another third, to 1.6% per year during 1994-1997 period (Hanna et al., 2020). During the Asian financial crisis of 1998
after a brief recession, fossil CO: emissions growth doubled due to the rapid industrial expansion. It was a period of the
rise of China, which promoted production and exports, all fuelled by coal. This was followed by the global financial crisis
of 2008, after which fossil CO: emissions growth declined by 1.6% per year over the next decade. However, the current
decline in fossil CO: emissions is the largest decline since the World War II (1939-1945) when fossil CO: emissions
declined by 4% (Usman et al., 2021).

But, even if fossil CO: emissions follow the same trend as before the pandemic, by 2050 the Covid-19 crisis effects
will prevent a cumulative 128 GtCO: in the atmosphere - equivalent to roughly three years of emissions at 2018 levels
(Hanna et al., 2020). However, the further trend of fossil CO: emissions will be affected by fiscal incentives for economic
recovery. Economies rarely return to pre-crisis conditions. Namely they usually go to either a "green" or "dirty" recovery.
In Figure 7 the three possible recovery scenarios are shown. The black line represents a scenario without the pandemic,
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so called business-as-usual (BAU) scenario, the red line represents the economic recovery through fossil fuel investments,
and the blue line represents the economic recovery based on the investments in low-carbon technologies. The economic
recovery based on fossil fuels use would quickly increase CO- emissions again so they will quickly exceed the pre-
pandemic emission’s trajectory. The economic recovery based on the investments in low-carbon technologies would keep
CO: emissions under the pre-pandemic levels. The difference between those two scenarios is 230 GtCO: by 2050, which
is equivalent to a change in atmospheric concentration of about 19 ppm. However, it is up to future climate policies to
determine in which direction the global economy and thus the trend of fossil CO- emissions will move.
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Figure 7: Long-term trend of fossil CO, emissions (from Hanna et al., 2020)
4.3. Influence of Covid-19 on climate policies

Energy and climate policies will have to adapt to new circumstances that will gradually develop with the progress of
the pandemic. Current economic policy interventions were designed under significant time pressure, leaving short time
to consider their impact on climate. The pandemic even put under the question the well-established and planned energy
policies, especially those affecting the industries that have been severely affected by the current Covid-19 crisis. Some
actions caused by the pandemic could have serious unintended consequences for the energy transition. The preliminary
results of the studies of the Covid-19 on the realization of the Sustainable Development Goals (SDGs) suggest that the
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Covid-19 pandemic has slowed progress in the activities related to 12 of the 17 SDGs, such as no poverty, zero hunger,
or reduced inequalities (Leal et al., 2020). For the most vulnerable groups, which are at the same time most severely
affected by the pandemic, the Covid-19 crisis is not an opportunity for social change, but a threat to everyday survival
(Cho, 2020).

The impacts of the pandemic may be particularly adverse in the developing countries, where the crisis has resulted
in currency inflation and higher loan costs. This particularly undermines investments in renewable energy technologies
due to their high capital investment (Quitzow et al., 2021). As a result, green investments have been delayed in many
countries, with more than half a million renewable energy jobs being lost in the U.S. in the first months of the pandemic
(Blackmon, 2020).

However, the question is how subsequent fiscal packages for economic recovery during and after the Covid-19 crises
will affect climate policies. Most certainly is that the Covid-19 crisis represents a dramatic shock to the global economy
that will affect the progress in climate change mitigation activities in many ways. The policy of closing down the countries
during the great waves of the pandemic has done a lot in terms of the current reductions in CO: emissions, which
contribute to achieving the climate goals. Namely, the short-term emission reductions will not have long-term effects if
the steps that were started even before the pandemic are not continued. During Covid-19, global CO: emissions in 2020.
were brought to the 2006. and 2007 levels, and now is the right opportunity for the CO: emission’s declining trend to
continue. Fiscal stimuluses could be either a threat to global climate change or a start to achieving a net energy economy
with zero emissions. In the event that remittance and economic recovery investments go to traditional carbon-intensive
sectors, this would mean not only a short-term increase in emissions, but also a further embracing of the fossil fuel-based
economy. The latest reports show that the G20 countries, plan to inve